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The one-parameter logistic (1-PL) model is widely used in Item Response Theory
(IRT) to estimate student ability; however, ability-based scoring disregards item
difficulty and guessing behavior, which can bias proficiency interpretations. This study
evaluates three scoring alternatives derived from IRT: an ability-based conversion, a
difficulty-weighted conversion, and a proposed guessing-justice method. Dichotomous
responses from 400 students were analyzed using the Rasch (1-PL) model in the R
environment with the Itm package. The 1-PL specification was retained to support a
parsimonious and interpretable calibration framework consistent with the comparative
scoring purpose of the study. Rasch estimation produced item difficulty values ranging
from —1.03 to 0.18 and identified 268 unique response patterns. Ability-based scoring
yielded only eight score distinctions, demonstrating limited discriminatory capacity. In

contrast, the guessing-justice method produced a substantially more differentiated
distribution, with approximately 70 percent of patterns consistent with knowledge-
based responding and 30 percent indicative of guessing. The findings indicate that
scoring models incorporating item difficulty and guessing behaviour provide a more
equitable and accurate representation of student proficiency than traditional ability-
based conversions. The proposed approach offers a practical and implementable
alternative for classroom assessment and can be applied using widely accessible
spreadsheet software such as Microsoft Excel.
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INTRODUCTION

Item analysis using Classical Test Theory (CTT) is relatively easy to conduct, but the use of
Item Response Theory (IRT) is increasingly recommended in line with current technological
developments (Batool et al., 2023; Hergesell, 2022). IRT addresses key limitations of CT'T (Polat,
2022; Triono et al., 2020). A major limitation of CTT is its inability to distinguish examinee
characteristics from item characteristics (Subali et al., 2020). Test developers face significant
challenges in obtaining examinees for field tests of different instruments due to shortcomings
that are specific to certain groups (group-dependent). Another limitation is score dependence on
the specific test form, which makes it difficult to compare individuals who completed different
test versions (Hambleton et al., 1991). While IRT is often regarded as superior to CTT, some
studies report similar outcomes from both approaches, particularly when tests are short,
unidimensional, and administered to homogeneous groups.

Person and item estimates obtained from CTT and IRT often show a considerable degree
of similarity. The level of consistency in item statistics across different samples, which is often
seen as the theoretical advantage of IRT models, was found to be comparable for both
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measurement frameworks (Fan, 1998; Subali et al, 2020). CTT and IRT can be valuable in
offering a quantitative evaluation of items and scales throughout the content validity phase. Items
that do not provide sufficient information may be removed (Batool et al., 2023). To enhance the
content validity of measures, it is advisable to use either the CTT or the IRT, depending on the
individual circumstances and type of measure (Cappelleri et al., 2014). These similarities do not
imply equivalence between the two frameworks; rather, they highlight that the advantages of IRT
become meaningful when item difficulty, response behaviour, and ability variation influence
score interpretation.

Due to these advantages, researchers have reported positive results when applying IRT
methodologies (Triono et al., 2020). The results of the analysis using IRT proved to provide
more information from the items (Gorter et al., 2020; Hu et al., 2021). IRT approaches can be
used to construct different attachment scales that possess beneficial psychometric properties.
These characteristics include unidimensionality, invariance, and high reliability (Fraley et al., 2000;
Retnawati, 2014; Hambleton & Swaminathan, 1985). IRT is a remarkably effective method for
creating, assessing, and improving questionnaires. It produces accurate, reliable, and relatively
brief instruments that minimize response burden (Edelen & Reeve, 2007). Furthermore, the IRT
method has also been proven to develop more efficient tests, fairer ability measurements, and
more comprehensive item analysis (Hambleton et al., 1991; Chalmers, 2012; Embretson & Reise,
2000). IRT models estimate the probability of a correct response based on item difficulty,
discrimination, and guessing parameters (Ariyadi, 2025). Guessing fairness refers to ensuring that
students’ scores are not distorted by guessing behavior, especially among low-ability students. In
such contexts, CTT lacks the capacity to account for guessing and item-level properties. This
distinction is central to the present study, which applies IRT not merely for item calibration but
to explore score conversion methods that address fairness, particularly in relation to guessing
behavior. This principle is applied through ability estimation that considers the overall response
pattern.

CTT suffers from major limitations in failing to account for the psychometric properties of
test items and respondents’ behaviors. In terms of scoring, IRT-based approaches offer
significant advantages over the traditional “number right” scoring methods commonly employed
in CTT tests (Abedalaziz & Leng, 2018). Specifically, when estimating an examinee’s score using
IRT. Prior research examined the ability of IRT to identify bias in items. This certainly becomes
an advantage in testing using IRT. It has been discovered that techniques that integrate data on
the relationship between item responses and latent trait or observed score, along with data on the
distribution of the latent trait or observed test score, are effective in detecting item bias
(Mellenbergh, 1989; Stark et al, 20006). Indeed, earlier research has discovered numerous
additional advantages of IRT. Nevertheless, the researchers focus on score conversion by
employing the IRT approach to examine the feasibility of implementing it in the classroom.

Unlike prior research, the current study investigates the potential of employing the IRT
approach using the R software to uncover score conversion methods, based on the findings
obtained. Indeed, research utilizing the common IRT scoring practice of weighted or simple sum
scores “does not take full advantage of item response theory models” and yields inconsistent
results (Hambleton & Jones, 1993). Previous research has focused on comparing psychometric
properties produced by CTT and IRT, evaluating item fit, test reliability, and detecting item bias
using IRT procedures (Mellenbergh, 1989; Stark et al., 2006). Nevertheless, there is limited
empirical investigation on how IRT-derived parameters can be directly leveraged for classroom
score conversion and grading practices, especially using accessible tools such as R software.
Previous studies have relied mainly on simple sum scores or weighted scores which do not fully
utilize the advantages of IRT models and may produce inconsistent results (Hambleton & Jones,
1993). Polat (2022) examines how the results of IRT (or Rasch) estimates can be used for score
conversion on formative tests or objective tests (e.g. multiple-choice) but only up to the power of
differentiation, not up to guessing.
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Hence, this study aims to implement a more sophisticated scoring approach by leveraging
Item Response Theory (IRT) variables derived from the R program, including ability, item
difficulty, and respondent score patterns. The objective of this study is to evaluate and compare
the most optimal and equitable technique of converting scores among the three methods. The
study’s findings will propose an alternative approach for educational instructors to convert
scores, enabling them to deliver more equitable and accurate assessments to their students. The
novelty of this study lies in developing and comparing three score conversion methods that
explicitly incorporate IRT parameters and introduce the concept of guessing fairness as a
theoretical and practical contribution.

METHOD

Research Design and Data Source

This study employed a quantitative descriptive design using secondary data obtained from
Mahmud (2021). The dataset comprised responses from 400 eighth-grade students to ten
dichotomous multiple-choice items modeled on the TIMSS framework. The items targeted
numerical content across knowledge, application, and reasoning domains, forming a coherent
construct suitable for latent-trait modeling (Mullis & Martin, 2017). Using an established item set
ensured that the comparison of scoring procedures was not influenced by item instability or
developmental flaws.

Preliminary Analyses and Assumption Evaluation

Analysis using the IRT approach requires data pre-analysis before performing analysis with
the 1-PL model. The analysis procedure includes: (1) examining the response data; (2) detecting
outliers; (3) testing IRT assumptions, including dimensionality and local independence; (4) testing
model fit with the AIC and BIC indices; and (5) 1-PL IRT model analysis, including item
parameter (b) estimation and ability (0) estimation.

Data screening confirmed complete responses and adequate variability across all items.
Unidimensionality was assessed using parallel analysis, which indicated a single dominant factor.
Anderson et al. (2017) demonstrated that when a dominant latent trait exists, unidimensional IRT
models recover item and person parameters with minimal loss of precision even in the presence
of minor secondary dimensions. Because unidimensionality was satisfied, the assumption of local
independence was considered plausible (Retnawati, 2014).

Model Calibration

The item response data were calibrated using the Rasch (1-PL) model implemented in the
ltm package in R (Rizopoulos, 2006). Calibration yielded estimates of item difficulty (4) and
person ability (6), which served as the basis for subsequent score conversions.

Model Selection and Justification for the Rasch Specification

Although 1-PL, 2-PL, and 3-PL models were fitted, the 1-PL model was retained despite
slightly higher AIC and BIC values (AIC = 5281.387; BIC = 5325.293). The short and homoge-
neous ten-item instrument meets conditions under which Rasch estimation is known to be stable.
Anderson et al. (2017) found that parameter estimates and examinee rank ordering remained
highly consistent across 1-PL, 2-PL, and bifactor models, with standard error differences ranging
from 0.00 to 0.03, and normative rank stability exceeding 65%, indicating minimal inferential gain
from more complex models. van Rijn et al. (2016) reported 3-PL guessing parameters often
produce unstable estimates even with very large samples, and that the practical improvement in
model fit beyond the 2-PL model is typically negligible. Besides, inspection of item characteristic
curves (ICCs) indicated that the 1-PL model provided the most coherent functional form.
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Moreover, given that the study’s purpose is comparative scoring analysis, model parsimony
and interpretability were prioritized over marginal numerical fit advantages. The use of the Rasch
model is consistent with the analytical purpose of this study, as the investigation focuses on how
alternative scoring procedures operate when the underlying item parameters are derived from a
one-parameter framework. Therefore, parameters with 2-PL. or 3-PL. models, which involve
discrimination and pseudo-guessing parameters, are not required in the analysis process. The
characteristics of the data obtained from ten items and the limited number of respondents,
totaling 400, will result in less stable estimates using the 2-PL or 3-PL. model (Hambleton &
Swaminathan, 1985). In this context, Rasch calibration serves as a methodological baseline that
allows the scoring conversions to be examined as potential remedies for the well-known
limitations of the 1-PL model, rather than as outcomes which are intended to optimize latent-trait
estimation.

Assessment of Item Fit and Validity

Item validity was assessed through Rasch item-fit diagnostics and visual examination of
item characteristic curves (ICCs). All items exhibited acceptable fit patterns and were retained.
van Rijn et al. (2016) found that even when statistical misfit occurs, the practical consequences
for proficiency-level classifications and mean scores are typically negligible in well-constructed
assessments.

Detection of Guessing Behavior

The guessing behavior was detected using a probability-based procedure, which is
grounded in the Rasch model. For each respondent—item pair, the probability of a correct
response was computed using the logistic function P (6, 4). The correct responses were classified
as guess-based when the model-implied probability of a correct response was below 0.25, which
represents the random-chance level for four-option items. Further, van Rijn et al. (2010)
documented that low-probability correct responses are associated with systematic residual
patterns suggestive of guessing, particularly at the lower end of the ability distribution. Guess-
correct responses were awarded 25% of full credit, whereas correct responses above the
threshold received full credit.

Scoring Procedures

Three scoring metrics were derived from the calibrated parameters. The first metric is the
ability-based scoring, which transformed 0 estimates into a 1-100 scale for interpretability. The
second metric is the difficulty-based scoring, which converts item difficulty parameters into
positive values following Baker’s (2001) conventional range of —3 to 3. The item response theory
(IRT) model with scoring methods using item difficulty parameters does not show an absolute
scale, so the values obtained from IRT analysis results can be lineatly transformed without
changing their actual meaning. Hambleton and Swaminathan (1985) explain that adding numbers
to all item difficulty parameters is a permissible linear transformation since this addition does not
change the function of item characteristics or the probability of answering correctly. Based on
this principle, the item difficulty values (IRT 1-PL output) are converted into scores by adding 3
to the difficulty value of each item to shift the range of item difficulty values, which are usually in
the range of -3 to 3 (Baker, 2001). This method recognizes that more difficult questions should
have a higher value, assuming that students who are able to answer difficult questions can also
answer easy questions. Then, the third metric is the guessing-adjusted scoring, incorporating the
probabilistic correction to mitigate score inflation from random success. All scoring procedures
were implemented in Microsoft Excel to ensure transparency, replicability, and accessibility for
practitioners.
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FINDINGS AND DISCUSSION

Item Difficulty Analysis Using the 1-PL IRT Model

Figure 1 shows the outcomes of item plots generated using the IRT-1 PL method in the R
programming language. The item difficulty level was assessed by examining the 1-PL plot output
generated by the R application, as depicted in Figure 1. Item 9 has the highest level of difficulty,
whilst item 2 has the lowest level of difficulty. Figure 2 shows the overall level of item difficulty.

Item Characteristic Curves

0.8 1.0
|

Probability
0.6

0.4

0.2
|

4 -2 0 2 4
Ability
Figure 1. Output of 1-PL Plot from the R Program

Item Difficulty Graph

Figure 2. Item Difficulty Falls Between -1.03 and 0.18

According to Baker and Kim (2017), all items have an average level of difficulty based on
their qualifications. Setiawati et al. (2023) explain the application of 1-PL. where the difficulty
index for items below -2 is included in the easy category, between -2 and +2 is categorized as
medium and more than +2 is categorized as hard. This previous research supports the results of
our findings, where from the results above, it is clear that Item 2 has the lowest difficulty index,
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with an index of -1.03, and the item only has a positive index on question number 9, where all
questions are included in the medium category. The evaluated items are considered satisfactory
due to the absence of items classed as highly difficult or overly easy. The application of IRT
analysis using the 1-parameter logistic (1-PL) model, facilitated by the R programming language,
indicates that the 10 items under examination possess validity. As a result, the entirety of the item
set can be utilized in the forthcoming scoring analysis.

Respondents’ Answer Patterns

Through the R program for analysis, we found 268 respondent answer patterns out of a
total of 400 responses. The researchers conducted score conversion and subsequent analysis to
compare the three score conversion methods utilizing the 268 answer patterns. The items were
renamed and reordered for the purpose of analysis. The items that were previously randomized
based on their difficulty level, as depicted in Figure 1, were now rearranged in accordance with
their difficulty level. The excel analysis has been sorted based on the level of difficulty, with items
1 to 10. Item 1 is the easiest item, while Item 10 is the most difficult one. The purpose of this
sorting is to facilitate the researcher’s analysis of the respondent’s answer pattern. In fact,
modeling of the application of item response theory has often been carried out, including by
Zhou et al. (2023) where the aim of their study was to find out how students’ abilities were based
on tests that had been designed with the help of e-learning. This is relevant to research conducted
by researchers where modeling can also be carried out on item response theory based on student
answer patterns, and also sorted based on the level of difficulty that has been analyzed from item
response theory.

Conversion of Respondent Scores Based on Ability (0)

The respondents’ scores were converted using the Microsoft Excel application by inputting
the previously acquired difficulty level value (4) using the R program. The ability (6) of each
responder was computed using the 1-PL formula. The ¢ value is subsequently transformed into a
numerical number within the range of 1 to 100. According to Xia et al. (2019), assessment
grounded in IRT is essential, as student scores are generated on a 0—100 scale based on estimated
ability and adjusted according to the standard deviation. The preference of this range was based
on its prevalence as the score range most frequently employed in educational institutions.
Utilizing this method for value conversion yields a reduced degree of variability and an extensive
spectrum of values across abilities. Among the 268 answer patterns, there are only eight distinct
value distributions. Indeed, this outcome lacks representativeness in assessing the respondent’s
proficiency and fails to differentiate across respondents. Furthermore, while using this scoring
method in educational institutions, it lacks contextualization and pertinence. This limitation is
further compounded by the fact that many teachers feel more confident in constructing test items
than in utilizing assessment results for instructional decision-making (Koloi-Keaikitse, 2017).
This indicates a critical need for enhancing teachers’ competencies in interpreting and leveraging
theta scoring results to inform pedagogical practices and improve learning outcomes.

Conversion of Respondent Scores Based on Difficulty

This method employs a scoring system that transforms the difficulty levels of items into
corresponding scores. The score of each item varies based on the item’s level of difficulty. The
level of difficulty of an item directly correlates with its score, resulting in a higher score for more
difficult items. This method is unrelated to the amount of correct answers. The influence on the
respondent’s score is that it is feasible for a responder who answers fewer tough questions
correctly to receive a higher score than a respondent who answers more easy questions correctly.
The scoring approach presented is more equitable than the ability-based scoring method as it
incorporates a higher level of granularity, with item scores being contingent upon their respective
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difficulty levels. This strategy is more effective in representing learners’ abilities. It is anticipated
that learners who can respond to difficult questions will also be capable of answering easier
questions, as it necessitates a greater level of competency to overcome difficult question types. In
some instances, when participants respond propetly to difficult questions but wrongly to easier
ones, it is presumed that they were influenced by external factors, such as being misled by the
placement of incorrect response choices, crossing out options, or mistakenly selecting the wrong
answer. It is considered that those who can handle complex analytical requirements when
answering challenging questions are also capable of answering simpler questions that simply
require basic analysis.

Table 1. Conversion of Item Difficulty to Item Score

No. Item Difficulty Difficulty Classification  Difficulty Conversion  Correct Scores
1 Q2 -1.03 Average 1.97 7.77
2 Q1 -0.85 Average 2.15 8.49
3 Q3 -0.76 Average 2.24 8.87
4 Q5 -0.63 Average 2.37 9.37
5 Qo6 -0.58 Average 2.42 9.56
6 Q8 -0.52 Average 2.48 9.80
7 Q7 -0.27 Average 2.73 10.78
8 Q10 -0.21 Average 2.79 11.01
9 Q4 -0.02 Average 2.98 11.79
10 Q9 0.18 Average 3.18 12.57

The conversion of item difficulty into item score (Table 1) is accomplished by adding each
item difficulty value to the number 3. According to Baker’s (2021) theory, item difficulty typically
falls within the range of -3 to 3. Researchers cannot definitively assert that this conversion is the
most appropriate, as there is a possibility that an item with a difficulty of -3, when increased by
+3, would yield a score of 0. Thus, if this item is incorrect, it will not have any impact on the
ultimate score. Subsequently, this approach garnered criticism due to the lack of contribution to
the score. Consequently, it is argued that items devoid of significance should be outright
eliminated. Nevertheless, the researcher in this instance made an approximation by using reliable
rules (such as those proposed by Baker) to estimate the score, which was deemed to be more
accurate. Indeed, things of low quality (with extremely low difficulty) will be excluded from the
score conversion process. Although no items in this analysis possess this property, all items are
valid with an average level of difficulty. If there are any, the researchers will eliminate them as
invalid items before proceeding to the score conversion phase. Metsimuuronen (2023) concluded
that weighting items based on difficulty produces more accurate scoring, where harder items
receive greater weight than easier ones. Therefore, the higher the coefficient value of the
difficulty level, the higher the scoring weight will be given compared to questions with a lower
level of difficulty.

The difficulty-based assessment method provides a fairer alternative for teachers in
evaluating students. In classroom implementation, teachers can use this method to design a more
objective assessment system, where students who are able to answer difficult questions correctly
receive rewards commensurate with their cognitive efforts (Brookhart, 2013). As a concrete
example, teachers can implement a question weighting system in daily tests or midterm exams,
where questions with high difficulty levels are given greater weight. To facilitate the
implementation of this weighting system more efficiently, weighted classification models such as
TFPOS-IDF and Word2vec have proven effective in identifying and classifying questions that
measure various cognitive levels, making assessment fairer and more accurate toward higher-
order thinking skills (Mohammed & Omar, 2020). By utilizing these classification models,
teachers can more easily construct balanced and representative assessment instruments for all
cognitive levels they wish to measure, ranging from basic knowledge to complex analysis and
evaluation capabilities.
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Conversion of Respondents’ Scores Considering Guessing Justice

This method accounts for the possibility that a respondent may correctly guess the answer
based on the pattern of their responses to each item. This analysis differs from previous research
that aimed to reduce the impact of guessing on scores by using unique test formats (Pollard,
1989). The premise underlying our analysis is that a correct response obtained through random
guessing does not accurately represent the respondent’s true underlying ability. This assumption
is grounded in the understanding that successfully answering an item by chance alone, rather than
through the demonstration of the required proficiency, does not provide a valid indication of the
examinee’s actual knowledge or competence in the measured domain. Ideally, these guessed items
should not be included in the respondent’s total score, as the final score is meant to reflect the
respondent’s actual skill or competence.

The literature remains divided on whether examinees should be mandated to provide
responses for all test items, even through blind guessing, or be discouraged from guessing by
penalizing incorrect answers (Burton, 2002). However, it is important to recognize that
examinees can be in one of three subjective states when confronted with a test question: (1) full
knowledge, (2) partial knowledge, or (3) absence of knowledge, though this self-assessment may
not always be accurate (Ben-Simon et al, 1997). Correct responses can arise from true
knowledge, random guessing, or a combination of both (partial knowledge) (Abu-Ghazalah et al.,
2023). Therefore, it is crucial to implement assessment methods that can distinguish between
correct answers stemming from genuine proficiency and those obtained through guessing, in
order to ensure that the final scores accurately reflect examinees’ actual competence levels.

Respondents were justified in making reasonable guesses by taking multiple factors into
consideration. The investigated assessment is a multiple-choice examination comprising four
alternative answer choices. Regardless of the respondent’s lack of knowledge about the required
abilities for an item, they still have a 25% chance of answering correctly (the element of guessing
is actually a disadvantage of multiple-choice tests). With multiple answer options, an examinee
can correctly guess a difficult item through random guessing, even if they don’t actually have the
required proficiency to answer it correctly (Lin, 2018). A score difference of 0.25 or greater, even
if it is minimal, such as 0.31 (a score difference of 0.6), is considered indicative of the
respondent’s knowledge and will enhance the likelihood of answering correctly. Under these
circumstances, the respondents utilized their knowledge to consider their responses to the
question, indicating that their answers were not mere guesses. Their ability to answer correctly on
a given item was attributed to the contribution of their knowledge in their cognitive processes.
This indicates that the assessment framework for scoring under investigation is designed to
accommodate and account for partial knowledge exhibited by the examinees, where the assessors
could implement more stringent selection criteria, but would need to have a strong justification
and rationale for doing so. Thus, if a respondent answers propetly on the n™ item, it is regarded
as a guess only if the difficulty of the item does not align with the respondent’s ability.

For instance, in Table 2, a responder with a 0 value of -0.5 would be categorized as
guessing if they answered item 10 correctly. This is because the likelihood of answering item 10
correctly is lower than the minimal probability of 0.25. Thus, individuals who have an ability
score of 2 0.00 are deemed not to be guessing on the 10 items, since their ability is regarded as
surpassing the overall difficulty of the items. Although the response pattern of individuals with
the characteristic ¢ = 0.00 may appear unusual (e.g. 1111110001), it is not deemed a random
guess for item 10 because it is believed that they possess the ability to answer that particular item.
However, the inability of respondents with high ability to answer easy items correctly was
attributed to other influencing factors, as previously indicated. The author acknowledges the
limits of the analysis in not examining answer patterns that depart from the proposed framework.
An incorrect answer may be due to guessing (uninformed), an inaccurate belief (misinformation),
or other construct-irrelevant factors such as poor item construction, test fatigue, or other human
errors (Abu-Ghazalah et al., 2023). These alternative explanations for incorrect responses high-
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light the need for a more comprehensive understanding of the factors that can influence
examinee performance, beyond just the binary distinction between guessing and genuine knowl-
edge. Further exploration of these nuanced factors could lead to more insightful interpretations
of assessment data and inform the development of enhanced evaluation approaches.

Table 2. The Correspondence Between Ability (6) and the Probability of Answering Correctly
on the n" Item

0 P1 Ql P2 Q2 P3 Q3 P4 Q4 P5 Q5
0.71 0.29 0.65 0.35 0.61 0.39 0.55 0.45 0.53 0.47

-0.50 P6 Q6 P7 Q7 PS8 Q8 P9 Q9 P10 Q10
0.51 0.49 0.40 0.60 0.38 0.62 0.31 0.69 0.24 0.76

After evaluating the respondents’ guesses for each item, the correct score obtained by
guessing was determined. The score obtained by guessing correctly is calculated as 25% of the
points obtained by answering honestly (Table 3). This is because 25% represents the minimal
probability of guessing correctly in an item. Considering the multiple-choice format with four
alternative options per item, the minimal expected score that can be achieved through random
guessing is 25%, as the probability of selecting the correct answer by chance alone is 1 out of 4,
or 25% (Lau et al., 2011). This assessment method exhibits subjectivity as it adjusts to real-world
circumstances. If a student receives a score of 0 for guessing, many students would likely protest.
This is because the students’ answer is true for the n™ item, yet they are still awarded a scote of 0.

Table 3. A Correct Score with a Guess Attempt is Worth 25% of the Correct Score with an

Honest Attempt
Item Honest Correct Score Correct Guess Score
1 7.77 1.94
2 8.49 2.12
3 8.87 2.22
4 9.37 2.34
5 9.56 2.39
6 9.80 2.45
7 10.78 2.69
8 11.01 2.75
9 11.79 2.95
10 12.57 3.14

The investigation using the third method revealed 187 patterns of truthful responses (70%
proportion) and 81 patterns of responses based on guessing (30%). Hence, the vast majority of
the responses provided in this examination were honest and deemed to accurately reflect the
ability to be evaluated.

Comparison of Score Conversion Methods Based on Ability, Difficulty, and Guessing
Justice

This study emphasizes the contribution of developing and comparing three IRT-based
score conversion approaches, which have not been widely discussed in previous research. Unlike
the common practice of relying solely on ability () or difficulty (4) scores, this study incorporates
guessing justice, resulting in a conversion model that can distinguish between answers based on
conceptual mastery and answers resulting from guessing. The integration of these three IRT
parameters ability, difficulty, and guessing patterns makes this study one of the first to offer a
more comprehensive, fair, and relevant score conversion framework for application in school
assessments. Thus, this study makes a new contribution to the development of modern score
conversion methods that are more targeted to the needs of learning evaluation.
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The value conversion for the three methods was finally carried out using the Norm-
Referenced Assessment (NRA) and Criterion-Referenced Assessment (CRA) approaches. The
NRA and CRA represent two broad categories of assessment approaches utilized in educational
settings. The NRA evaluates student performance relative to that of a peer group, whereas CRA
evaluates performance against predetermined standards or learning criteria (Wallace & Ng, 2023).

While NRA and CRA represent widely adopted assessment approaches, both methods
have faced various criticisms and debates within the educational community. NRA is considered
more relevant to real-world evaluation and more equitable (Ertoprak & Dogan, 20106), whereas
CRA is deemed fairer in assessing based on survey data (Wallace & Ng, 2023). NRA is also seen
as more familiar to external stakeholders in terms of grading purposes, making it more suitable
for summative assessment (Lok et al., 2016). Yeoh and Woods (2006) have demonstrated that
NRA grading can be effectively implemented using Fuzzy methods for formative assessment.
Despite the diverse critiques aimed at both assessment approaches, the researchers have chosen
to utilize NRA and CRA because they are the most commonly used assessment methods in
classroom settings (Wallace & Ng, 2023). This widespread adoption of NRA and CRA makes
them representative and relevant for the intended scoring purposes of the study.

A summary of the frequency of respondents’ scores is presented in Table 4. The value
conversion was ultimately conducted utilizing the NRA and CRA employing three distinct
methods. Table 4 shows a summary of the distribution of scores provided by the respondents.

Table 4. Recapitulation of the Frequency of Respondents’ Scores from the Three Assessment

Methods
Ability Difficulty Guessing Justice
Frequencies CRA NRA Frequencies CRA NRA Frequencies CRA NRA
A 1 1 A 10 10 A 10 10
B 9 0 B 67 58 B 67 65
C 211 31 C 108 102 C 88 86
D 41 189 D 65 71 D 69 70
E 6 47 E 18 27 E 34 37

Notes: Columns with yellow highlights indicate the mode

The assessment approach exhibits the poorest distribution of scores in the method of
ability. The scores are highly focused exclusively on category C. The difficulty and guessing
justice ways are evenly and reasonably distributed. The method of scoring based on the guessing
justice method is the most optimal distribution.

Who Benefits from Each Scoring Method?

Each scoring method confers advantages to individuals with distinct characteristics.
Implementing score conversion based on ability will be advantageous for respondents with poor
ability. In contrast to difficulty-based approaches, low-ability participants will gain an advantage.
This is because, even if they answer easy questions correctly, their scores will not differ
significantly from those of high-ability participants who answer difficult questions correctly
(Table 5). This is due to the fact that ability-based scoring disregards the level of difficulty of each
question. Low-ability responders, who are more likely to guess, will gain an advantage compared
to the guessing justice scoring method. Regardless of whether they make an appropriate guess or
not, individuals are deemed capable of answering an item since the ability scoring technique
disregards the factor of guessing. Responses that are answered properly through a guessing
attempt will be acknowledged with an accurate score (retaining the maximum score).

The difficulty-based scoring method will be advantageous for respondents who possess a
high level of skill (Table 6). Their endeavors to accurately respond to the questions will be com-
pensated according to the score they ought to receive (the score adjusts to the level of difficulty).
This method is more equitable than the ability-based scoring method. Nevertheless, this scoring
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method still possesses disadvantages. Guessing may lead to the acquisition of accurate answers
for difficult items, potentially resulting in an underestimation of one’s actual proficiency.

Table 5. One of the Answer Patterns of Low Ability Respondents. Low-Ability Respondents
Benefit the Most from the Ability-Based Assessment Method

Scoring Methods
Q. @2 Q@ Q4 Q5 Q6 Q7 Q8 Q9 QU0 Teta Judgement —ip Him i Guessing Justice

242 0 1 1 0 0 0 0 0 0 1 -1.0 Guessing 58 30 17

Table 6. One of the Answer Patterns of High Ability Respondents. High Ability Respondents
Benefit the Most from the Difficulty-Based Scoring Method

Score Based On...

1 2 3 4 5 6 7 8 9 10 Tet d nt
Q Q Q Q Q Q Q Q Q Q e Judgeme Ability  Difficulty  Guessing Justice

P6 1 1 1 1 1 1 1 0 1 1 1.0 Knowledge-based responding 67 89 89

The implementation of the guessing justice scoring method will be advantageous for the
rater/researcher as it will accurately reflect the respondent’s competence. Conversely, this
approach will greatly impact respondents who attempt to guess answers, particularly those with
lower cognitive abilities, in a detrimental manner (Table 7). As the scoring of this method is still
determined by the difficulty level of the item, respondents with high ability who make honest
efforts will still be advantaged by this method. Hence, the individuals who derive advantages
from this approach are typically identical to those who benefit from the difficulty-based
approach. The guessing justice scoring method is the most equitable scoring approach when
considering the accurate reflection of actual abilities.

Table 7. One of the Answer Patterns of Low Ability Respondents. Low-Ability Respondents are
Most Disadvantaged by Assessment Methods Based on Guessing Justice

Score Based On...

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Teta Judgement
Ability  Difficulty  Guessing Justice

P242 0 1 1 0 0 0 0 0 0 1 -1.0 Guessing 58 30 17

The analysis of who benefits from the different scoring methods provides valuable insights.
However, the fundamental aim of a fair assessment approach is to minimize bias in the evalua-
tion of diverse students (Zieky, 2016). Research has shown that teachers’ conceptualizations of
fair assessment vary, with some aligning more closely with the principle of equality, while others
tend towards the notion of equity (Murillo & Hidalgo, 2018). This distinction is significant, as an
equality-based approach may strive for a standardized, one-size-fits-all evaluation, whereas an
equity-focused perspective recognizes the need to account for individual differences and provide
tailored support to ensure all students have the opportunity to demonstrate their true potential.
The challenge lies in striking the right balance between these principles of equality and equity
when selecting the appropriate scoring method.

As the analysis has highlighted, different scoring approaches tend to advantage or
disadvantage students with varying ability levels. To ensure a truly fair assessment, the researchers
must carefully consider the intended purposes, the diversity of the student population, and the
potential consequences of the evaluation outcomes. By deeply understanding these undetlying
principles, they can work towards developing and implementing assessment practices that
promote inclusivity and empower all students to showcase their authentic competencies.

Further Evaluation: Remedial, Pass, or Entichment?

Further assessment was conducted using scores, with the guessing justice method identified
as the most equitable method. The researcher classifies the responders according to the pre-
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defined categories in NRA and CRA. The judgment was made to provide remedial education for
students in categories D and E, to allow students in category C to pass, and to offer enrichment
programs for students in categories B and A. The pass group can opt for either remedial or
enrichment activities based on their self-reflection. Table 8 shows the distribution of students in
the categories of remedial, pass, or enrichment.

Table 8. Percentage of the Further Evaluation of The Respondents’ Assessment Scores

Judgment The Number of Respondents Percentages
Enrichment 77 75 29% 28%
Pass 88 86 33% 32%
Remedial 103 107 38% 40%

The implementation of IRT-based scoring offers practical benefits for differentiated
instruction. Teachers can use these categorizations to design targeted interventions: the 38-40%
of students requiring remedial support should receive instruction focused on foundational
concepts, the 33-32% in the pass category can choose between consolidation or enrichment
activities, while the 29-28% eligible for enrichment can engage with advanced problem-solving
tasks and real-world applications of mathematical concepts.

The decision to provide remedial or enrichment programs is a critical one in educational
settings, as high-performing students often seek competitive advantages through enrichment,
while low-achievers use these programs to improve their performance and meet academic
demands (Tan & Liu, 2023). This ability to leverage assessment results to design appropriate
interventions is considered a sub-capability of assessment competence (Pardimin, 2018). By using
the assessment data to inform targeted remedial support and enrichment opportunities, teacher
can demonstrate a holistic approach to supporting student growth, but it is crucial that the
implementation of these programs is guided by a deep understanding of each learner’s unique
needs and circumstances to ensure the interventions truly address the underlying factors
contributing to their performance.

CONCLUSION

This research analyzes three assessment methods: ability-based, difficulty-based, and
guessing justice-based. Among these three scoring methods, the guessing justice method has been
found to be the most effective. The ability-based scoring technique is advantageous for
respondents with low ability, whereas the difficulty-based scoring method and guessing justice are
advantageous for respondents with high ability. Respondents who make conjectures about the
correct answer will be placed in an unfavorable position when using the guessing justice scoring
technique. The disadvantages and advantages discussed in this paper pertain to the final grade.
The importance of this research is to provide an overview of giving student assessment scores
more fairly by giving grades based on the parameters of ability, difficulty of the questions and
also the level of student guessing, so that by combining all the scores based on coefficient values
it will provide a more objective picture of student abilities. The researchers recommend further
research to add a 4-parameter model as an addition to the assessment method, so that it can
provide a more objective picture, and also the need for integration of CAT so that it can speed
up the assessment process in schools.
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