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Higher education curricula play an important role in supporting the
achievement of Sustainable Development Goals (SDGs), particularly
SDGs Goal 4: Quality Education, through the development of relevant
and sustainable learning. The purpose of this study is to look at the
connections between the SDGs Goal 4 targets and the computer
science and informatics curricula at universities on the island of Java.
552 course syllabi from current APTIKOM member universities are
examined in this study using a text-based document analysis design.
The analysis focuses on three frequently accessible syllabus
components: course name, course description, and learning outcomes.
The Term Frequency-Inverse Document Frequency (TF-IDF)
approach was used to represent the textual data after it had been pre-
processed and mapped using SDGs keywords to create initial labels.
Support Vector Machine (SVM) was used as the comparison model
and K-Nearest Neighbors (KNN) as the baseline model for the
classification procedure. The results showed a strong relationship
between most curricula and Target 4.4, which stresses the
development of technical and digital skills. In terms of performance,
the KNN model achieved an accuracy of 83%, while the SVM model
showed a higher accuracy of 86% with more consistent performance
on high-dimensional data and imbalanced class distributions. In
conclusion, the syllabus analysis methodology based on keyword
mapping and machine learning can be used as a systematic exploratory
framework for identifying the relationship between higher education
curriculum and SDGs.
This is an open access article under the CC-BY-SA license.

INTRODUCTION

As the cornerstone of a nation's social and economic growth, education is a human right that is
delivered through national and international education systems [1], [2]. The Sustainable Development
Goals (SDGs), especially Goal 4, which highlights the provision of inclusive, egalitarian, and high-
quality education for all, are the focus of international attention in the 2030 Agenda for Sustainable
Development. In order to assist sustainable development, SDG 4 not only calls for the implementation

of education policies but also promotes the reform of education governance, the use of inclusive
pedagogical techniques, and the development of human resource capacity in education. [3].

Higher education institutions play a strategic role in achieving SDGs 4 through the
implementation of the Tri Dharma Perguruan Tinggi, namely education, research, and community

service [4]. In addition to contributions through research and community service, the curriculum and
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learning process are the most direct and systematic ways to integrate the principles of sustainable
development into educational practices [5]. The curriculum serves as the primary medium for translating
sustainability values such as digital skills development, equitable access to education, strengthening
literacy and numeracy, and improving educator capacity into concrete learning outcomes [6]. Therefore,
analyzing syllabi as an operational representation of the curriculum is a relevant approach to evaluating
the extent to which higher education institutions support the SDGs agenda.

Study programs in the field of Informatics and Computer Science are strongly linked to SDGs 4,
especially in the development of digital and technical skills that are the main needs of a technology-
based society [7]. Graduates from this field are expected to not only master technical competencies, but
also be able to act as agents of change in designing effective, ethical, and sustainable digital solutions
[8]. However, the extent to which these sustainability principles are explicitly reflected in the syllabus
of Informatics and Computer Science courses has not been widely studied, especially in the context of
higher education in Indonesia [9].

This study applied such a method of text-based analytical using the SDGs Keyword Mapper by
the European Commission on purpose to help assessing the way principles of sustainability are taken
into curriculum texts [10]. The tool isused in various studies to help determining the content of learning
to sustainable objectives of development. It serves a mapping of keywords linked to certain SDG targets.
[11]. The keyword-based mapping approach facilitates data driven curriculum evaluation and allows for
the systematic study of numerous academic texts.

This research also applied approach of a machine learning that becomes analytical tool to help
figuring out patterns of correlation of the SDGs targets and also the syllabus. K-Nearest Neighbors
(KNN) and also Support Vector Machine (SVM) are the two techniques of classification sppi. KNN
serves as an interpretive classifier baseline that is appropriate for exploratory study according ti text
document [12], [13]. Meanwhile, SVM is employed as a comparative technique to assess how similarity
of sensitive classification outcomes are to the choice of algorithms that are more resilient when dealing
with high-dimensional data [14]. Instead, than concentrating on creating a prediction system, this
method seeks to improve comprehension of the patterns found.

The incorporation of SDGs into higher education courses in a variety of settings was the subject
of a prior study. A study in Ireland showed that mapping thousands of modules using the TF-IDF
approach enabled the identification of curriculum relevance to SDGs targets [15]. Another study on
engineering study programs revealed that SDGs goals are reflected in various ways in learning outcomes
[16]. In addition, various pedagogical and interdisciplinary approaches have been reported to contribute
to strengthening digital and sustainability competencies in higher education [17],[18]. Nevertheless, the
curricula of Indonesian computer science and informatics programs have not been particularly covered
in these research, nor have they focused their analysis on mapping SDGs 4 targets at the course level
using an exploratory machine learning-based document analysis approach.

Based on that research gap, this study aims to explore the extent to which selected targets in SDGs
4 are reflected in the syllabus of Informatics and Computer Science [19] study programs at universities
on the island of Java. The analysis focuses on five SDGs 4 targets relevant to the role of higher education,
namely Target 4.4 (development of digital and technical skills), Target 4.5 (equitable access to
education), Target 4.6 (literacy and numeracy), Target 4.7 (development of educator capacity), and
Target 4.a (provision of inclusive education facilities and infrastructure) [20]. The results of this study
should give an indicative picture of the trends and any gaps in the curriculum's integration of the SDGs,
which may be used as a basis for future curriculum development and assessment.
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METHODS

Course syllabi from computer science and informatics study programs at Indonesian institutions
on the island of Java make up the research object. The information of syllabus was taken from websites
of official university of November 2024 and also January 2025. Ten universities in Java served their
curricula. The high concentration of universities and also the accessibility of educational and also IT
infrastructure which give facilitates to online access to publications of scholar served according to the
study targeted selection. Only some institutions that were listed as active as members of APTIKOM
were taken to be data,T he official APTIKOM list of membership thtat was available on the website of
APTIKOM during the process of collecting data, was applied on purpose to help confirming status of
institutional membership. Syllabi which came from related programs of study, were openly give access
to everyone, and also featured course expanations of requirements for inclusion.

This research applied a structured, strategy of process-oriented for analysis of text-based
document [21]. Data collection, text preprocessing, SDGs keyword mapping, feature extraction,
machine learning-assisted classification, and outcome analysis were all steps in the research procedure.
This method was exploratory and also sought to help determining the way of certain SDGs 4 targets and
also content of syllabus referred to each other.

1. Data Collection

Documents of syllabus were taken from the official universities websites enrolled as active
members of APTIKOM to get collecting data. This analysis only employed publicly
accessible online curricula from Computer Science and Informatics study programs. The
analysis was restricted to three primary components such as course names, course
descriptions, and learning outcomes, because different universities have different syllabus
forms [22]. Because they weren't regularly included, other components including learning
techniques and evaluation methodologies weren't examined [23], which could lead to
structural bias.

2. Pre-processing

Pre-processing was applied to the collected textual data in order to improve data quality and
consistency [24]. Preprocessing procedures included removing punctuation and non-
alphabetic characters, removing stopwords using a standard Indonesian stopword list created
specifically for this study, and case normalization (turning all text to lowercase). Stemming
and lemmatization did not maintain the integrity of discipline-specific vocabulary and
technical expressions commonly used in computer science and informatics. Manual checks
were performed on a portion of the data to make sure that SDG-related phrases were not
unintentionally eliminated during pre-processing. Python was used for all pre-processing,
feature extraction, and classification processes, with scikit-learn serving as the main machine
learning package [25].
3. SDGs Keyword Mapping

The SDGs Keyword Mapper, created by the European Commission, is then used to map the
pre-processed material to SDGs keywords [10]. The goal of this mapping is to produce first
labels that show how the syllabus relates to SDGs 4 targets, specifically Targets 4.4, 4.5, 4.6,
4.7, and 4.a. Word and phrase matching is the basis for the automatic mapping process [26].
In cases where a syllabus contained keywords from more than one SDGs target, the label was
determined based on the frequency of occurrence of the keywords. The SDG keyword list
was directly translated into Indonesian while preserving each keyword's original semantic
meaning because most of the syllabus documents are written in Indonesian. The Discussion
section specifically addresses the limits of this technique because it was exploratory in nature
and was not meant to be a validated manual annotation. The SDGs Keyword Mapper used in
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this study is licensed under the Creative Commons Attribution 4.0 International (CC BY 4.0)
license. Reuse of the keyword list is permitted provided that appropriate credit is given and
any modifications are clearly indicated.

Feature Extraction

It was done by applying method of the TF-IDF with a predefined SDGs vocabulary of
keyword. This TF-IDF tended to be said that generate features from the all corpu so it also
restricted representation feature to keywords of SDGs-related derived from the SDGs
Keyword Mapper [27]. It tends to guarantee that the derived attributes usually reflect the
syllabus relevance to certain SDG Goal 4 aims. No further normalization was aimed at this
point due to the entire texts of syllabus been already lowercased during pre-processing. The
value of relative of SDG-related terms in every course was reflected by a numerical vector
with TF-IDF weights. Parameters like range in n-gram or minimum and maximum frequency
of document and also feature size were taken to be limited by the list of keyword due to a
fixed vocabulary of keyword was done. By applying on SDG-aligned patterns of content
rather than helping to maximize general purpose text performance of classification, this
keyword-guided TF-IDF reflection advances the exploratory goal of study [28].

Machine Learning Classification

A 70:30 ratio was applied on purpose to help split the dataset into subsets of training and also
testing. A stratified train-test split was applied on prupose to help maintaining proportions of
class in both groups because of unbalanced distribution of SDGs Goal 4 target labels. The
algorithm of KNN was done as a method of interpretive baseline for metric document
similarity-according to the classification by doing the Euclidean distance. Model sensitivity
was done by using a range of k values (3, 5, and 7). According to performance of
classification, k=3 was determined to be the ideal configuration [29]. As a comparative
approach and SVM model with a linear kernel was done on purpose that its suitability for
high-dimensional TF-IDF representations of feature [30]. Since the main goal was analysis
of exploratory that curriculum patterns of representation ring how than optimization of
accuracy in prediction and neither model taken class strategies in weighting or also
resampling.

Handling Data Imbalance

There is found any notable imbalance in the distribution of data of these 4 objectives of SDGs,
particularly in Target 4.5 that consisted of less syllabi than the other ones. Following the
keyword mapping and also categorization procedure completion from this condition was
found. Methods of data balancing like class weighting and also the Synthetic Minority Over-
sampling Technique (SMOTE) were not applied in this process of investigation [31]. This
option was deliberate since the primary goal of study was to help investigating document-
according to curricular patterns of representation rather than to help maximizing classification
capabilities of models' prediction. The use of oversampling techniques may result in artificial
data that is not representative of real-world teaching methods. Therefore, data imbalance is
treated as an empirical characteristic of syllabus documents, and its impact on classification
results is critically analyzed at the stage of interpreting and discussing the research results.
Analysis and Interpretation of Results

The distribution of 4 targets of SDGs and also the imbalance in the data were gathered into
account while doing analyzing the categorization outcomes [32]. The main goal of this
analysis was to help pinpoint prevalent trends and also weaknesses in the way concepts of
sustainability are incorporated into the science of computer and also informatics curricula. To
help giving a fairer picture of the performance of model certainly in conditions with

Indah Rahma llmiana et al. (A Text-Based Analysis of SDGs Goal 4...)



Elinvo (Electronics, Informatics, and Vocational Education), 10(2), November 2025 - 185
ISSN 2580-6424 (printed) | ISSN 2477-2399 (online)

imbalanced data so the outcomes of classification were assessed using an amount of measures,
consisting of accuracy and precision and recall and also F1-score.

RESULT AND DISCUSSION

Data Collection and Text Preprocessing

A total of 552 courses from different univiersities in Java, Indonesia becomes such an active
members of APTIKOM were acquired according to the method of data collection. Tose came from
publicly available syllabuses of course for programs of computer science and also informatics, which is
able to be stated on the official websites of them. The data of text was pre-processed to help increasing
consistency and also prepare it for analysis before giving them labelling and also classification. This
helps stopwording are determined and punctuation and also non-alphabetic characters are cleared, and
letters are getting normalized. It was done on urpose to help reducing noise and also minimize
differences in style of writing of syllabi. An example of the preprocessing outcomes is shown in Table
1.

Table 1 Example of Preprocessing Stages

Text Before Preprocessing Text After Preprocessing
Mata kuliah ini menjelaskan tentang sistem bilangan, mata kuliah menjelaskan tentang sistem bilangan
menjelaskan fungsi Boolean ... menjelaskan fungsi boolean

Melalui mata kuliah Sistem Basis Data, mahasiswa melalui mata kuliah sistem basis data mahasiswa
dapat mempelajari pemodelan data ... mempelajari pemodelan data

Based on Table 1, the text after preprocessing becomes cleaner and more structured. This way
also generates more logical content which help them easy to get review later by clearing such
unimportant elements like capital letters and numbers and also punctuation. And also standardization
guarantees which the model of classification may focus on significant patterns in the data also reducing
noise from terms of irrelevant. Evonmore, preprocessing can be essential to help guaranteeing accuracy
and also fairness in text analysis. For instance, words like "Database" and "database" would be
considered as two distinct tokens in the absence of case normalization giving such in duplication and
also decreased feature extraction accuracy. Practically speaking so the preprocessing step makes sure
that the analysis is not hampered by some in writing styles among colleges. Beacause of differences in
syllabus layouts and also one school may adopt lengthy so detailed sentences while another may employ
succinct points of bullet. These structural variations are minimixed by text cleaning and also
normalization and also generating such a standardized dataset. This help enhanceo cross-institutional
validity comparisons while also enhancing machine learning performance.

SDGs Target Distribution and Data Imbalance

This table displays the distribution of labels for the 552 syllabi according I the keyword mapping
results.
Table 2 The Results of Distribution Labels

SDGs Goals 4 Target Number of Courses

Target 4.4 262
Target 4.5 5
Target 4.6 71
Target 4.7 21

Target 4.a 117
Passive 76

Total 552
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Targets 4.a and also 4.6 shows which are referred to foundational capabilities and also supporting
environments in learning have representation in moderate in Table 2 distribution stating that some
courses also cover more comprehensive educational factors than just technical skills. Targets 4.7 and
4.5, they mention showing that the determined syllabi place less emphasis in the elements. Furthermore,
a significant percentage of courses are categorized as Passive, which means that neither their
descriptions nor their studying objectives consisten in any clear SDGs Goal 4-referref keywords.

When all is said and done, this distribution confirms that there is a significant class difference
across SDG Goal 4 targets. Such an imbalance is seen as a genuine aspect of the course texts rather than
a methodological error in this study. This context is necessary to comprehend the observed differences
between SDG target categories and evaluate the effectiveness of later machine learning classification
conclusions.

Feature Extraction and ML Classification Results

At the moment the approach of Term TF-IDF is app;ied was to represent the pre-processed
material of syllabus as numerical vectors. It was done to lessen the f general weight terms that are less
instructive and also to highlight terms in the material of syllabus that have significant value of thematic.
The SDGs-related keywords that made the biggest contributions to syllabus categorization may be found
thanks to the representation of TF-IDF. KNN and SVM were then applied In order to classify the TF-
IDF vectors. SVM was eapplied mployed as a more reliable comparison technique for high-dimensional
data whereas KNN pereserved as a method baseline according to similarity of document.

After the feature extraction process using TF-IDF, the syllabus text vectors were used as input for
the classification step using the K-Nearest Neighbors (KNN) method. The Euclidean distance measure
was used to test various values of k in order to assess model performance. Following the train-test split
outlined in the Methods section, all classification performance metrics are presented on the test set,
which makes up 30% of the entire dataset (n = 166 syllabi). As shown in Table 3, the experimental
findings show that the arrangement with k=3 produced the best overall performance.

Table 3 Classification Performance KNN

Precision Recall fl-score Support

Target 4.4 0.87 0.87 0.87 79
Target 4.5 1.00 0.50 0.67 2

Target 4.6 0.79 0.71 0.75 21

Target 4.7 0.50 0.83 0.62 6

Target 4.a 0.78 0.71 0.75 35
Passive 0.92 1.00 0.96 23
Accuracy 0.83 166
Macro avg 0.81 0.77 0.77 166
Weighted avg 0.84 0.83 0.83 166

Table 3 displays the classification results using the KNN technique with a value of k=3. It shows
that the KNN model obtained an accuracy of 83% with a weighted average F1-score of 0.83. The best-
performing KNN configuration was determined to be k=3 with the Euclidean distance metric since it
gave the most balanced performance among the examined configurations. This demonstrates that the
model performed fairly well in classifying most of the syllabi, particularly in classes with a significant
amount of data. And, with precision, recall, Fl-score values of 0.87, Target 4.4 exhibits the best
performance, suggesting that the model can reliably identify courses that emphasize the development of
technical and digital abilities. With F1-scores of 0.75, targets 4.6 and 4.a likewise exhibit comparatively
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strong performance, demonstrating the model's capacity to identify information pertaining to reading,
numeracy, and supporting learning characteristics. Conversely, recall and F1-scores that are lower than
those of the majority classes show that performance on Targets 4.5 and 4.7 is typically poorer. The KNN
model is skewed toward classes with higher frequencies because of the extremely small amount of data
in these classes. With an F1-score of 0.96, the Passive category performs quite well, demonstrating that
the algorithm can correctly identify curricula that are not directly related to SDGs 4 aims.

The Support Vector Machine (SVM) algorithm was used for the subsequent classification step as
a comparison technique to KNN. Because SVM is more resilient when dealing with high-dimensional
data and possible class imbalance in text data, it was selected. The same metrics such as precision, recall,
F1-score, and accuracy were used to assess SVM's performance so that the outcomes could be directly
compared to KNN's performance. Table 4 summarizes the SVM classification findings.

Table 4 Classification Performance SVM

Precision Recall fl-score Support

Target 4.4 0.89 0.91 0.90 79
Target 4.5 1.00 0.50 0.67 2

Target 4.6 0.93 0.67 0.78 21

Target 4.7 0.60 1.00 0.75 6

Target 4.a 0.74 0.74 0.74 35
Passive 0.96 1.00 0.98 23
Accuracy 0.86 166
Macro avg 0.85 0.80 0.80 166
Weighted avg 0.86 0.86 0.85 166

The test results in Table 4 show that SVM achieved an accuracy of 86%, higher than KNN. The
weighted average Fl-score obtained was 0.85, indicating a more stable overall classification
performance. Target 4.4 again showed the most consistent performance with an F1-score value of 0.90,
confirming the dominance of technical and digital skills development content in the Informatics and
Computer Science syllabus. Targets 4.6 and 4.7 also experienced an increase in performance compared
to KNN, particularly in terms of recall, which shows that SVM is better able to recognize minority
classes than KNN. The Passive category said that the highest performance that resulted in F1-score of
0.98 showing that SVM is becoming effective in distinguishing syllabi which are not directly related to
the analyzed SDGs targets. However, Target 4.5 still shows performance limitationsn andalso again
demonstrated the impact of data distribution imbalance on classification results.

Discussion

The classification outcomes by applying TF-IDF-based approach and also machine learning show
pattern in a consistent way relating to the the orientation of the Informatics and Computer Science study
curriculum of program on Java Island by reaching SDGs Goal 4 (Quality Education). Overall, the KNN
and SVM models could help classify syllabi with a comparatively high degree of accuracy (83% and
also 86%, respectively) sttaing that the text-based epresentation feature adopted was highly successful
in ceshting the syllabus's thematic qualities.

The dominance of Target 4.4 was becoming such a most important and also crucial discovery.
Moreover to result such a the largest data so this target gives such a the most reliable classification
process with good kind of precision and also recall and values F1-score on both algorithms. This finding
bolsters the argument that computer science and also informatics curricula inherently prioritize the of
technical and digital skills development which are important to the discipline and also supported by
demands of higher of education's digital. The categorization results show that, in addition to Target 4.4,
Target 4.6 and category 4.a are nonetheless substantially represented, although doing worse than the
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majority class. It indicates that some courses are not only led towards technical skills, but also contribute
to strengthening basic competencies that support lifelong learning. However the F1-score value which
is small than Target 4.4 indicates that the united literacy and also numeracy factors in the syllabus is
still implicit and also not always explicitly demonstrated through semantically strong terms.

Conversely, Target 4.5 and Target 4.7 show relatively low classification performance, especially
in terms of recall. This condition reflects two main things. First, empirically, the number of syllabi that
explicitly emphasize aspects of inclusivity, equality, or diversity is still very limited in the context of
Informatics and Computer Science. Second, from a methodological perspective, the imbalance in data
distribution between classes causes the model to be biased towards the majority class. This is a common
limitation in curriculum document-based text classification and has been anticipated as a characteristic
of the data, not merely a weakness of the model. The Passive category showed very high performance
in both algorithms, particularly in SVM with an F1-score of 0.98. This finding indicates that syllabi that
have no explicit connection to SDGs 4 targets can be consistently recognized. Substantively, this
indicates that there are still courses that are purely oriented towards technical or theoretical content
without explicitly linking them to the principles of sustainability or the educational dimensions
emphasized in the SDGs. This finding is important because it shows that there is room to enrich the
narrative of sustainability in the formulation of the syllabus, without having to fundamentally change
the scientific substance of the course.

SVM often performs better than KNN when comparing algorithms, especially when it comes to
macro average and weighted average F1-score. This indicates that SVM is better able to handle high
dimensional data and unbalanced class distributions. However, KNN remains relevant as an interpretive
baseline method and is suitable for exploratory analysis based on document similarity. The simultaneous
use of both algorithms strengthens the reliability of result interpretation and reduces dependence on a
single classification approach. Overall, the results of this study show that a combined approach of SDGs
keyword mapping, TF-IDF feature extraction, and machine learning classification can be used
effectively to evaluate the relevance of the syllabus to SDGs Goal 4 targets. These findings are not
intended as a normative evaluation of curriculum quality, but rather as empirical indications of areas
that have been well integrated and aspects that still have the potential to be strengthened. Thus, this
study provides an analytical basis that can be used by universities as material for reflection in developing
a more balanced and sustainability-oriented curriculum.

CONCLUSION

This study examined the representation of selected SDGs Goal 4 targets within syllabus
documents of Informatics and Computer Science study programs at universities on the island of Java
using a text-based document analysis and machine learning approach. Through the integration of SDG-
oriented keyword mapping, TF-IDF feature representation, and classification using KNN and SVM, this
research enables a systematic and reproducible analysis of the presence of sustainability-related
educational themes in curriculum documentation. According to the findings, Target 4.4, which
emphasizes the growth of technical and digital abilities, is the most widely represented dimension and
reflects the fundamental focus of computer science and informatics education. Targets 4.5 and 4.7
continue to have very little representation throughout the examined syllabi, but Targets 4.6 and 4.a show
moderate participation. These trends imply that technical competencies are now the focus of sustainable
integration in the curriculum, with less explicit attention paid to inclusion and instructor capacity
building.

When it comes to processing high-dimensional text data and unbalanced class distributions, SVM
outperforms KNN in terms of methodological stability. Nevertheless, optimizing predictive
performance is not the goal of this study. Rather, it presents machine learning as an analytical
exploratory tool for finding curriculum representation patterns. Consequently, rather than being a
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constraint that needs to be fixed, data imbalance is viewed as an empirical feature of the syllabus corpus.
To sum up, this study provides an exploratory analytical methodology for evaluating how well higher
education curriculum align with SDGs Goal 4 at the course level. The results are meant to serve as an
empirical foundation for reflection and future curriculum improvement toward better balanced and
sustainable education in informatics and computer science programs, rather than as a normative
assessment of curriculum quality.

ETHICS AND DATA AVAILABILITY STATEMENT

This research relied exclusively on publicly available syllabus documents obtained from official
university websites. As no human subjects, private information, or sensitive institutional data were
involved, institutional review board (IRB) approval was not required. The analysis reports aggregated
findings only and does not disclose the identities of individual institutions. The entire step of procedures
were undertaken solely for purposes of academic research. The data of syllabus came from publically
available. The dataset gathering process is not taken publicly available bevause of institutional concerns.
sources however upon reasonable request so the respective author is able to give providing the SDGs
keyword list and also comprehensive methodology details.
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