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INTRODUCTION 

High-quality items used for assessment play a crucial role in informing instructional decisions 
and providing valuable data for teachers, enabling them to effectively diagnose students’ compre-
hension and challenges, track their progress, and assess the effectiveness of pedagogical methods 
(Darling-Hammond, 2015; Mystakidis et al., 2021). They serve as a powerful tool for teachers to 
implement timely interventions and provide support for student development, thereby directly im-
pacting student achievement and grades (Archibald et al., 2011; Burns et al., 2017). They contribute 
to creating an inclusive learning environment by addressing different learning preferences and 
levels of prior knowledge, ultimately enhancing the overall quality of education (Collins et al., 1989; 
Tomlinson, 2017, 2023). Also, these items not only support immediate instructional goals but also 
contribute to long-term educational outcomes by fostering critical thinking, problem-solving, and 
a deeper understanding of the subject matter (Kong, 2014; Miri et al., 2007). 

To effectively develop or design such items that cater to a wide range of students’ needs, 
educational taxonomies have become essential as a gauge (Irvine, 2021; Veal & MaKinster, 1999). 
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High-quality items are essential for producing reliable and valid assessments, offering 
valuable insights for decision-making processes. As the demand for items with strong 
psychometric properties increases for both summative and formative assessments, 
automatic item generation (AIG) has gained prominence. Research highlights the 
potential of large language models (LLMs) in the AIG process, noting the positive 
impact of generative AI tools like ChatGPT on educational assessments, recognized for 
their ability to generate various item types across different languages and subjects. This 
study fills a research gap by exploring how AI-generated items in secondary/high school 
physics aligned with educational taxonomy. It utilizes Bloom’s taxonomy, a well-known 
framework for designing and categorizing assessment items across various cognitive 
levels, from low to high. It focuses on a preliminary assessment of LLMs ability to 
generate physics items that match the Bloom’s taxonomy application level. Two leading 
LLMs, ChatGPT (GPT-4) and Gemini, were chosen for their strong performance in 
creating high-quality educational content. The research utilized various prompts to 
generate items at different cognitive levels based on Bloom’s taxonomy. These items 
were assessed using multiple criteria: clarity, accuracy, absence of misleading content, 
appropriate complexity, correct language use, alignment with the intended level of 
Bloom’s taxonomy, solvability, and assurance of a single correct answer. The findings 
indicated that both ChatGPT and Gemini were skilled at generating physics assessment 
items, though their effectiveness varied based on the prompting methods used. 
Instructional prompts, particularly, resulted in excellent outputs from both models, 
producing items that were clear, precise, and consistently aligned with the Application 
level of Bloom’s taxonomy. 
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Bloom’s taxonomy has gained more popularity across disciplines among the existing educational 
taxonomies (Agarwal, 2019; Tabrizi & Rideout, 2017). Bloom’s taxonomy and its revised version 
by Krathwohl and Anderson (2010) is an important tool for categorizing assessment items based 
on cognitive skills (Bloom et al., 1956; Krathwohl & Anderson, 2010). This taxonomy provides a 
framework for designing and classifying assessment items into different levels, ranging from low 
to high. Bloom’s taxonomy consists of six levels: knowledge, comprehension, application, analysis, 
evaluation, and synthesis, with the latter three requiring higher-order thinking and critical thought 
(Bloom et al., 1956). The revised taxonomy by Krathwohl and Anderson (2010) refines these cate-
gories and introduces new verbs for higher-order thinking, emphasizing deeper thinking and critical 
thinking skills, aiming to better reflect human thought and learning complexity. Higher-order 
cognitive skills, such as problem-solving and higher understanding, are essential for student learn-
ing (Alsubait, 2015). Therefore, it is necessary for educational assessments to address both lower 
and higher levels of cognitive skills. This comprehensive approach ensures that assessments mea-
sure a wide range of abilities, providing a more comprehensive understanding of student learning 
(Adams, 2015; Crowe et al., 2008; Krathwohl, 2002). 

The cognitive level of an item can be determined by assessing the cognitive processes, 
sometimes called “thinking skills” required to engage with the item (Li, 2021; Scully, 2017). In the 
field of education, Bloom’s taxonomy is widely used to categorize items into different levels accord-
ing to their thinking skills. The original (knowledge, comprehension, application, analysis, evalua-
tion, and synthesis) and its revised version consist of six cognitive levels, where the verb forms 
replace the noun forms of the original category labels. They are remembering, understanding, 
applying, analyzing, evaluating, and creating (Krathwohl & Anderson, 2010). Remembering in-
volves retrieving relevant knowledge from long-term memory. Its associated verbs are state, define, 
choose, name, and write, among others. Understanding is about constructing meaning from messages 
through various cognitive processes. Its verbs include draw, explain, give a reason, and show. The next 
level is applying, which refers to using procedures or implementing knowledge. Its verbs are 
calculate, solve, sketch, determine, and describe. Analyzing involves breaking down material and under-
standing relationships. The verbs are analyze, illustrate, and classify. Evaluating requires making 
judgments based on criteria. The associated verbs are evaluate, formulate, and derive. Creating involves 
putting elements together to form a coherent form. Its verbs are create, discuss, modify, estimate, and 
design. While the verbs listed under each level are not exhausted, they are only common verbs related 
to physics vocabulary. These levels of learning are essential for effective education and cognitive 
development (Krathwohl & Anderson, 2010).  

There are various approaches to such categorization, such as statistical methods by utilizing 
natural language processing (NLP) techniques or machine learning (ML) (Abduljabbar & Omar, 
2015; Chang & Chung, 2009; Yahya et al., 2012). Another approach is manual classification using 
subject matter expert (SME), which involves matching the keywords in the item with the cognitive 
verbs associated with each level of the taxonomy and determining the cognitive level (Ingwersen, 
1996; Karabenick et al., 2007; Mohammed & Omar, 2020). For this study, the latter was used by 
researchers. 

Due to the increasing demand for more items with good psychometric properties for large-
scale summative and formative assessments, automatic item generation (AIG) has gained popu-
larity in more good items for large-scale assessments (Attali, 2018). An earlier attempt at AIG uses 
computer algorithms to generate items based on cognitive and item models developed by human 
experts, followed by expert evaluation (Arendasy & Sommer, 2007; Bejar, 2002; Embretson, 2005; 
Embretson & Yang, 2007; Gierl & Haladyna, 2012; Glas & van der Linden, 2003; Gorin, 2006). 
Although effective, AIG heavily relies on human input and may not produce diverse items in terms 
of content and structure. The method has proven effective in generating high-quality items but still 
requires human input. This approach addresses challenges like the cost and difficulty of maintaining 
a large inventory, as well as the need for inventive item categories for higher abilities (Attali, 2018). 
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AIG also allows for item replacement at any time, mitigating item exposure (Attali, 2018; Kurdi et 
al., 2019). However, both cognitive and item approaches are not without limitations, including 
limited distinct item generation and potential deletion of items due to insufficient psychometric 
characteristics (Arendasy & Sommer, 2012; Embretson, 2005). Hence, test developers are now 
turning to exploring large language models (LLMs) as alternative methods of creating items 
automatically (Borji, 2023; Dao et al., 2023; Gregorcic & Pendrill, 2023; Küchemann et al., 2023; 
Offerijns et al., 2020) due to their capacity to create coherent and information-rich sequences of 
text (Wang et al., 2021; Yu et al., 2022). This approach can reduce costs in item generation, provided 
the tools are trained to perform at a level comparable to human item writers.  

Large language models (LLMs) have significantly transformed the field of natural language 
processing (NLP) through the application of deep learning methodologies, particularly leveraging 
transformer architectures to facilitate the understanding and generation of human-like text, as evi-
denced by the foundational work of Vaswani et al. (2017). These models undergo extensive pre-
training on large-scale datasets, followed by fine-tuning for specific tasks, enabling them to execute 
a variety of complex language-related functions, including text summarization, translation, and 
conversational AI, as highlighted by Feng et al. (2023). The emergence of advanced models such 
as OpenAI’s GPT-4 and Google’s Gemini has established new benchmarks in language compre-
hension; GPT-4 demonstrates superior capabilities in natural language understanding and genera-
tion, while Gemini showcases enhanced multimodal functionalities that integrate both textual and 
visual data, according to Roumeliotis et al. (2023). LLMs exhibit remarkable proficiency in captur-
ing contextual relationships, managing long-distance dependencies, and generalizing across diverse 
language tasks, thereby surpassing traditional approaches like n-grams and Hidden Markov Models 
in efficiency and accuracy, as discussed by Perikos et al. (2021). Their fine-tuning aspect allows 
specialization in applications ranging from creative writing and customer service to legal research, 
code generation, and medical diagnostics, as documented by Hou et al. (2023) and Liu et al. (2023). 
Furthermore, advancements in neural transformer architectures have enabled LLMs to generate 
long, coherent, and information-rich sequences of text (Devlin et al., 2019; Radford et al., 2019; 
Vaswani et al., 2017). Since the launch of the first GPT series and subsequent iterations (Devlin et 
al., 2019; Radford et al., 2019; Zhang & Li, 2021), ongoing studies have evaluated their performance 
in generating high-quality items across various contexts (see Bulut et al., 2024; Tan et al., 2024). 
These capabilities make LLMs especially useful in Automated Item Generation (AIG), where they 
can efficiently produce diverse, high-quality test items by leveraging their deep understanding of 
language patterns and content generation (Shen et al., 2023). 

Küchemann et al. (2023) provided empirical evidence on the integration of ChatGPT 3.5 in 
the creation of physics tasks by prospective physics teachers for 10th-grade students. The study 
involved evaluating the quality of items developed using ChatGPT 3.5 compared to traditional 
textbook methods. The evaluation criteria included specificity, clarity, correctness, context, rele-
vance, and overall quality. The findings revealed disparities in the quality and effectiveness of tasks 
created with ChatGPT 3.5. While some tasks demonstrated high levels of specificity, clarity, rele-
vance, and correctness, others faced challenges in these areas. A comparison with tasks generated 
through traditional textbooks highlighted the potential advantages of incorporating large language 
models like ChatGPT 3.5 in physics task development. 

Santos (2023) conducted a study to assess the effectiveness of GenAIbots, specifically Chat-
GPT-4, as thinking agents in physics education. The research involved collecting data from Gen-
AIbot interactions and reflective journals and analyzing the data to identify recurring themes and 
patterns. The analysis focused on understanding how GenAIbots impact physics learning, consi-
dering tutor characteristics like subject knowledge, empathy, and understanding of the learning 
process. The study found that GenAIbots, particularly ChatGPT-4, could effectively serve as think-
ing agents in physics education, promoting critical thinking, problem-solving, and personalized 
learning. However, although the GenAIbots demonstrated subject-matter knowledge and empathy, 
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they displayed inconsistencies, underscoring the necessity of human intervention in AI supported 
learning environments. 

In mathematics, Bhandari et al. (2024) conducted a study comparing human-designed text-
book items with ChatGPT-generated items in the context of college algebra assessments. The study 
aimed to evaluate the ability of ChatGPT-generated questions to differentiate between various 
ability levels and assessed their discriminating power compared to textbook questions. The research 
utilized a psychometric linking/equating strategy to ensure calibration results comparability across 
different test phases. The study focused on assessing the quality of items generated by ChatGPT 
in comparison to gold standard questions from a published College Algebra textbook. The 
researchers employed item response theory (IRT) as a psychometric measurement approach to 
analyze data from 207 test respondents answering items from an online standard mathematics text-
book, OpenStax College Algebra. The results indicated that ChatGPT-generated items were com-
parable to human-authored textbook questions in assessing students’ abilities in college algebra. 

Laverghetta Jr and Licato (2023) introduced a new prompting strategy for item generation 
using GPT-3, aiming to enhance the diversity and quality of items by selecting those with both the 
best and worst properties. The study focused on natural language inference tasks and utilized GPT-
3 to generate new items, emphasizing the importance of strategic item selection in improving item 
quality iteratively. The research highlighted the significance of careful prompting in leveraging large 
language models (LLMs) to enhance cognitive assessments. The study demonstrated that items 
generated by GPT-3 showed improved psychometric properties in many cases, as evidenced by 
analyses of item difficulty. These findings suggest that LLMs can positively contribute to the item 
development process in cognitive assessments by producing items with enhanced quality, which is 
essential for establishing the validity and reliability of assessments. 

Bezirhan and von Davier (2023) shifted the focus to the field of reading comprehension, 
where they rigorously assessed the effectiveness of OpenAI’s GPT-3 for generating passages 
suitable for educational assessments. They utilized specific prompts and parameters to generate 
informational and literary passages using GPT-3, conducting 10 replications for each setting. The 
text difficulty scores of the generated passages were computed, and passages with similar scores to 
the original ones were chosen. Human editors then checked these selected passages for errors, 
coherence, clarity, and consistency. In an online survey, the AI-generated passages were compared 
to the original PIRLS passages using a Likert scale to evaluate factors like reading level suitability, 
coherence, identifying the main topic, and engaging children. The results indicated that AI-
generated passages had the potential to align with educational standards, with minor variations in 
coherence ratings.  

In a more recent study, Doughty et al. (2024) presented a pioneering empirical on the use of 
LLMs for creating multiple-choice questions (MCQs) in programming education. The study 
assessed the quality and effectiveness of AI-generated 1,100 MCQs compared to traditionally 
crafted questions, focusing on factors such as clarity, single correct answer, distractor quality, and 
syntactic/logical correctness of code. The study also assessed how well these MCQs aligned with 
pre-defined module-level learning objectives by generating MCQs directly from learning objectives 
(LOs), a departure from traditional methods that use short course materials. This approach ensures 
a direct link between assessment and intended learning outcomes. The evaluation shows a stronger 
correlation between LLM questions with LOs than human-crafted questions, highlighting the 
potential of LLMs to generate assessments that directly target intended learning outcomes. The 
studies reviewed highlight the positive impact of GenAI tools like ChatGPT on educational 
assessment practices, emphasizing the importance of combining artificial intelligence with human 
expertise for efficient item generation and content quality, paving the way for further research into 
the collaborative potential of human and artificial intelligence. 

Prompt engineering is a crucial technique in the field of artificial intelligence and machine 
learning, particularly for large language models (LLMs) and generative systems. It involves con-
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structing input text, known as prompts, to effectively convey the user’s intention and influence the 
model’s output (Marvin et al., 2023). The quality and relevance of the model’s output greatly de-
pend on prompt engineering (Brown et al., 2020). As such, in generating test items using LLMs, 
prompt engineering plays a vital role in enhancing the effectiveness and quality of the items pro-
duced. Several strategies for designing precise prompts have been proposed, including setting clear 
objectives, using appropriate language and tone, providing context, examples, and references, spe-
cifying the expected output format, and incorporating essential details (Bozkurt & Sharma, 2023; 
Liu et al., 2023). By implementing these strategies, the generation of irrelevant or erroneous outputs 
can be mitigated, leading to enhanced overall performance in both educational and general appli-
cations of LLMs. By employing various prompting techniques, test developers and educators can 
tailor items to align with specific educational frameworks, such as Bloom’s taxonomy, ensuring 
that the generated items address specific cognitive levels and enhance students’ learning of complex 
concepts. 

Some of the prompting strategies are zero-shot prompting, one-shot prompting, few-shot 
prompting, and instructional prompting. Zero-shot prompting is a method where a model is given 
a prompt without any prior examples or context, relying solely on its pre-trained knowledge to 
generate a response (Zhong et al., 2023). This approach has been proven effective in various 
standard natural language understanding tasks but may not always provide the necessary specificity 
and accuracy for specialized problems (Miao et al., 2024). One-shot prompting involves providing 
a model with a single example to guide its response, serving as a pattern or template (Polat et al., 
2024). This approach is especially advantageous when the model needs to understand the desired 
format and depth of questions, such as distinguishing between basic knowledge questions and 
those requiring higher-order thinking skills (Song et al., 2023). Few-shot prompting involves pro-
viding a model with a small number of examples to guide its understanding of a task before pre-
senting the main query. This approach offers more efficient in-context learning, resulting in more 
generalized and task-specific outcomes (Agarwal et al., 2024; Gao et al., 2020; Miao et al., 2024). 
However, the order in which examples are given can also impact the model’s performance. Re-
search has shown that providing the instruction before presenting the example yields better results 
(Li et al., 2024; Minaee et al., 2024). Instructional prompting is another strategy for providing LLMs 
with clear instructions in plain text. This method enhances performance and streamlines task com-
pletion by making complex instructions easily understandable. It is also effective for creating edu-
cational content and aligning with curriculum standards and testing objectives (Mishra et al., 2021). 

However, it is important to note that the way prompts are framed plays a crucial role in the 
accuracy of task execution. Clear and straightforward prompts tend to yield higher accuracy com-
pared to vague or overly detailed prompts. Therefore, it is important to apply different prompting 
strategies to evaluate the quality of items generated and provide documentation that outlines the 
purpose and provides guidance using prompt engineering strategies and the example of prompts 
with the items generated for physics educators. 

Previous studies highlight the potential of LLMs in the AIG process in assessing students’ 
abilities, and in physics in particular (Bhandari et al., 2024). They reveal the characteristics of gene-
rated items and the flexibility and efficiency of this approach in generating various types of items 
across languages and subject domains  (Minaee et al., 2024; Rangapur & Rangapur, 2024; Tan et 
al., 2024). However, these AIG studies lack solid educational foundations in aligning items gene-
rated with assessment purposes and integrating measurement and learning theories into the AIG 
process. Hence, there is a need to provide a further study on the work of Küchemann et al. (2023) 
where evidence was gathered that ChatGPT generates items comparable to items generated from 
physics textbooks and expands the scope by generating items that align with educational taxono-
mies using different LLMs prompting methods. 

The current study addresses the research gap by examining the alignment between AI-ge-
nerated items in physics and educational taxonomies. Specifically, the research provides a prelimi-
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nary evaluation of LLMs’ abilities to generate physics items that align with Bloom’s taxonomy. The 
research answers the following questions: 

1. What is the quality of items generated by ChatGPT and Gemini under each prompting 
strategy?  

2. To what extent can ChatGPT and Gemini generate items of different levels according to 
Bloom’s taxonomy? 

3. What is the best prompting strategy for generating high-quality physics items for both 
LLMs?  

The evaluation focuses on predefined criteria such as clarity, correctness, non-misleading content, 
adequate difficulty, use of appropriate language, alignment with the intended Bloom’s taxonomy, 
and that the item is solvable and leads to a single solution. This research lays the groundwork for 
future investigations that will include expert evaluation to refine and validate the items generated 
by these as well as other LLMs. 

METHOD 

The research was executed by adopting usability testing as a research method, involving a 
comparative analysis of items generated by LLMs. As an evaluative research method, usability 
testing assisted test developers in measuring the effectiveness of a concept or skill through specific 
items that resonate with the cognitive, affective, and psychomotor domains of learners (Barnum, 
2020). Different prompts – instructional, zero-shot, one-shot, and few-shot – were utilized to 
generate items at different cognitive levels according to Bloom’s taxonomy. All prompts were 
carefully crafted by the researchers following prompt engineering techniques. For each prompt 
strategy, several prompts were tested and the one that gave the best results according to the item 
evaluation criteria was chosen under each prompt strategy for item generation. This allowed for 
generating items of different levels of difficulty and specificity, enabling a tailored assessment of 
50 items generated for each prompting strategy. 

These items were evaluated based on criteria such as clarity, correctness, non-misleading 
content, adequate difficulty, use of appropriate language, and alignment with the intended Bloom’s 
taxonomy, and the item is solvable and leads to a single solution. Clarity refers to how easily the 
test item can be understood. A clear item avoids ambiguity or confusing wording, ensuring that 
test-takers comprehend exactly what is being asked without misinterpretation. Correctness checks 
for the accuracy of the concepts and facts, ensuring the item is free from errors in content and 
structure. “Non-misleading content” means that the item must present its information and choices 
in a way that does not unintentionally confuse or mislead the test-taker. The phrasing should reflect 
the intended challenge without introducing unnecessary traps. Adequate difficulty means the item 
should be both easy and challenging, providing a suitable level of difficulty for the intended test-
takers. Use of appropriate language is not only limited to the use of appropriate language but most 
importantly the use of physics vocabulary and familiar illustration. Alignment with the intended 
Bloom’s taxonomy ensures that the item targets the intended cognitive level, such as remembering, 
understanding, or applying. The item should match the desired Bloom’s taxonomy level as 
determined by the test’s goals. This criterion “solvable and the item leads to a single solution” tests 
the solvability of an item and checks if it contains a single solution (in the case of multiple-choice 
items) without considering approximate options as solutions unless otherwise stated. Each para-
meter was evaluated on a binary scale with a score of 1 indicating a yes and 0 indicating a no. One 
out of the three major domains of the high physics curriculum (Mechanics, Optics, and Electricity), 
mechanics was purposefully chosen. Within the selected domain, the Projectile motion (or simply 
projectiles) topic was chosen for item generation. 

The study used ChatGPT (GPT-4) and Gemini due to their advanced language models in 
generating high-quality educational content (Brown et al., 2020; Radford et al., 2019). Gemini, 
Google’s next-generation large language model, has been praised for its capability to handle mathe-
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matical problems (Islam & Ahmed, 2024; Lorenzo, 2024). The current study employed the 
premium version of these LLMs to assess the effectiveness of applying the level of Bloom’s taxo-
nomy in generating physics assessment items for students. This is essential to understand how 
students can have more than mere knowledge from the subject and the need to have many items 
of this level as it occupies the largest percentage of physics assessment items among the six levels 
of Bloom’s taxonomy (Motlhabane, 2017). Specifically, the selected cognitive level and item 
prompting strategies are expected to lead to items that contribute to the practical problem-solving 
abilities of the students, which usually involve calculations (Buick, 2011). 

FINDINGS AND DISCUSSION 

Comparison of the Quality of Items Generated by ChatGPT and Gemini under each 
Prompting Strategy 

This section presents the results obtained from physics item generation by ChatGPT (GPT-
4) and Gemini under different prompts and evaluation of items generated. The results obtained 
from this analysis provide a comparative analysis of the performance of ChatGPT and Gemini in 
generating high-quality items for the applying cognitive level under different prompting strategies. 
The answers are presented based on the research questions formulated earlier. In comparing the 
items generated by ChatGPT and Gemini, it is evident that both large language models (LLMs) 
have their strengths and weaknesses across different prompting strategies. 

Prompting Strategy/Method: 
Zero-Shot 
Prompt Sample: 
Generate a multiple-choice question on projectile motion that tests application skills as per Bloom’s taxonomy. 
Include four options and identify the correct answer 
Cognitive Level: 
Apply 
Item Generated by ChatGPT: 
A basketball player throws a ball at a 60-degree angle to the horizontal with an initial speed of 15 meters per second. 
If the player releases the ball from a height of 2 meters, which of the following is the approximate time it will take 
for the basketball to hit the ground? Assume there is no air resistance. 
A) 1.5 seconds 
B) 2.1 seconds 
C) 2.8 seconds 
D) 3.5 seconds 
Correct Answer:  
C) 2.8 seconds 
Item Generated by Gemini: 
A soccer player needs to kick a ball from a distance of 30 meters to reach the goal directly. If the maximum speed 
the player can give the ball is 20 m/s, at approximately what angle should the ball be launched to reach the goal 
(neglect air resistance)? Use g = 10 m/s² 
Options:  
A. 30°  
B. 45°  
C. 60°  
D. 75° 
Correct Answer:  
C. 60° 

Figure 1. Items Generated Using Zero-Shot Prompting Strategy 

Zero-Shot Prompting 

Figure 1 shows examples of the items generated using zero-shot prompting, while the result 
of their evaluation is presented in Table 1. The items generated using this prompting strategy are 
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multiple-choice type with four options (one key option and three distractors). ChatGPT performs 
well in clarity, alignment with the application level of Bloom’s taxonomy, non-misleading content, 
adequate difficulty, appropriate language use, and solvability. However, it struggles with providing 
some details like indicating the numerical value of the gravitational constant g, which may confuse 
test takers. Gemini shows consistent performance, excelling in clarity, correctness, alignment, and 
non-misleading content.  

Table 1. Rating of Zero-Shot Prompting 
Evaluation Criteria ChatGPT Gemini 
Clarity 1 1 
Correctness 0 1 
Alignment  1 1 
Non-Misleading 1 1 
Adequate Difficulty 1 0 
Use of Appropriate Language 1 1 
Solvable and Single Solution 1 0 
Total 6 5 

One-Shot Prompting  

Figure 2 shows the examples generated using one-shot prompting. From the rating table 
(Table 2), both ChatGPT and Gemini perform well in most evaluation criteria for both items, 
scoring highly in clarity, correctness, alignment, non-misleading nature, and solvability. ChatGPT 
items show a significant deficiency in using appropriate language for the item. While Gemini de-
monstrates exemplary performance, achieving a perfect score, and consistently meeting all evalu-
ation criteria. 

Prompting Strategy/Method: 
One-Shot 
Prompt Sample: 
Generate a question about projectile motion that involves calculating the height, time, and horizontal displacement 
(range) of the motion. Here is an example;  During a fireworks display, a shell is shot into the air with an initial 
speed of 70.0 m/s at an angle of 75.0º above the horizontal, as illustrated in Figure 3.36. The fuse is timed to ignite 
the shell just as it reaches its highest point above the ground. (a) Calculate the height at which the shell explodes. 
(b) How much time passed between the launch of the shell and the explosion? (c) What is the horizontal 
displacement of the shell when it explodes? 
Cognitive Level: 
Apply 
Item Generated by ChatGPT: 
In a sports science experiment, a football is kicked with an initial speed of 50.0 m/s at an angle of 60.0º above the 
horizontal, as illustrated in the accompanying figure (not shown). The experiment is designed to measure the ball’s 
behavior at its peak trajectory. 
Questions:  
(a) Calculate the height at which the football reaches its maximum point.  
(b) How much time passed between the kick and the football reaching its maximum height?  
(c) What is the horizontal displacement of the football when it reaches its maximum height? 
Item Generated by Gemini: 
A toy rocket is launched at an angle of 40 degrees above the horizontal with an initial speed of 25 m/s. Neglecting 
air resistance, calculate: 
a) The maximum height reached by the rocket. 
b) The time it takes for the rocket to reach its maximum height.  
c) The horizontal distance the rocket travels before landing. 

Figure 2. Items Generated Using One-Shot Prompting Strategy 
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Table 2. Rating of One-Shot Prompting 
Evaluation Criteria ChatGPT Gemini 
Clarity 1 1 
Correctness 1 1 
Alignment  1 1 
Non-Misleading 1 1 
Adequate Difficulty 1 1 
Use of Appropriate Language 0 1 
Solvable and Single Solution 1 1 
Total 6 7 

 
Prompting Strategy/Method: 
Few-Shot 
Prompt Sample: 
Generate multiple-choice questions about projectile motion with moderate levels of difficulty. I will provide some 
examples of questions low, medium and high their difficulty levels 
Example 1 (Low Difficulty) 
A ball is thrown horizontally from a cliff. Which of the following is true about its initial vertical velocity? 
A. Zero 
B. Equal to its horizontal velocity 
C. Equal to the acceleration due to gravity 
D. It depends on the height of the cliff 
Example 2 (Medium Difficulty) 
A projectile is launched at an angle of 30 degrees above the horizontal with an initial speed of 30 m/s. What is the 
approximate time it takes for the projectile to reach its maximum height? (Use g = 10 m/s²) 
A. 1.5 s 
B. 3 s 
C. 6 s 
D. 9 s 
Example 3 (High Difficulty) 
Two projectiles, A and B, are launched from the same point with the same initial speed. Projectile A is launched at 
a steeper angle than projectile B. Neglecting air resistance, which of the following statements is true about the 
projectiles? 
A. Projectile A will have a greater maximum height and a longer time of flight than Projectile B. 
B. Projectile A will have a greater maximum height and a shorter time of flight than Projectile B. 
C. Projectile A and B will have the same maximum height and the same time of flight. 
D. The relationship between their maximum heights and times of flight cannot be determined with the given 
information. 
Cognitive Level: 
Apply 
Item Generated by ChatGPT: 
A football is kicked with an initial velocity of 20 m/s at an angle of 45 degrees to the horizontal. Assuming no air 
resistance and using g = 10 m/s² for gravity, calculate the total time the football spends in the air before hitting the 
ground. 
A. 2 s 
B. 3 s 
C. 4 s 
D. 5 s 
Item Generated by Gemini: 
A toy car is launched down a ramp inclined at 30 degrees with respect to the horizontal. The car leaves the ramp at 
a point 1 meter above the ground with an initial speed of 5 m/s. Neglecting air resistance, what is the horizontal 
distance the car travels before hitting the ground? 
Options:  
A. 1 meter 
B. 2 meters 
C. 3 meters  
D. 4 meters 

Figure 3. Items Generated Using Few-Shot Prompting Strategy 
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Few-Shot Prompting 

Figure 3 presents the examples generated using few-shot prompting. The results (see Table 
3) indicate that ChatGPT performed well in several metrics but scored 0 for adequate difficulty, 
suggesting a failure to produce items with adequate challenge. Gemini performed slightly better, 
scoring consistently high across almost all metrics, indicating clear and accurate items. 

Table 3. Rating of Few-Shot Prompting 
Evaluation Criteria ChatGPT Gemini 
Clarity 1 1 
Correctness 0 1 
Alignment  1 1 
Non-Misleading 1 1 
Adequate Difficulty 0 0 
Use of Appropriate Language 1 1 
Solvable and Single Solution 0 0 
Total 5 6 

 
Prompting Strategy/Method: 
Instructional Prompting 
Prompt Sample: 
As a good test developer, develop a multiple-choice question aimed at grade 10 students that assesses higher-order 
cognitive skills according to Bloom’s taxonomy, specifically focusing on the ‘applying’ level. Ensure the question is 
formulated clearly and is appropriate for the educational level, using terminology and concepts suitable for grade 
10 physics students. Indicate the correct answer and incorporating the relevant physics principles and the application 
of equations.  
Chain:  
Topic: Projectiles  
Bloom’s taxonomy Level: Applying 
Question Format: Multiple choice with a focus on application of formulas and concepts 
Difficulty: High 
Cognitive Level: 
Apply 
Item Generated by ChatGPT: 
A soccer player kicks a ball from the ground with an initial velocity of 20 m/s at an angle of 30° above the horizontal. 
Assume that air resistance is negligible and the acceleration due to gravity is 9.8 m/s². 
Which of the following is closest to the horizontal distance (range) the ball will travel before hitting the 
ground? 
A) 17.7 meters 
B) 35.4 meters 
C) 44.9 meters 
D) 59.0 meters 
Answer: B 
Item Generated by Gemini: 
A catapult launches a projectile that needs to clear a castle wall 15 m high and located 60 m away. What approximate 
minimum launch speed is required? (Assume the projectile is launched from ground level.) g = 9.8 m/s². 
A) 90 m/s 
B) 45 m/s 
C) 30 m/s 
D) 35.9 m/s 
Answer: C 

Figure 4. Items Generated Using the Instructional Prompting Strategy 

Instructional Prompting 

The examples of items generated using the instructional prompting strategy are presented in 
Figure 4. The results of their evaluation (Table 4) show that both ChatGPT and Gemini performed 
exceptionally well in generating items with perfect scores across all evaluated metrics. Gemini items 
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engage requires a more complex calculation involving finding the optimal launch angle and then 
determining the minimum initial velocity needed to clear the wall. Gemini generated a harder item 
as indicated in the prompt. It is important to note that using the same prompt may lead to items 
that receive the same or close ratings; however, further study is needed to confirm these findings.  

Table 4. Rating of Instructional-Shot Prompting 
Evaluation Criteria ChatGPT Gemini 
Clarity 1 1 
Correctness 1 1 
Alignment 1 1 
Non-Misleading 1 1 
Adequate Difficulty 1 1 
Use of Appropriate Language 1 1 
Solvable and Single Solution 1 1 
Total 7 7 

Alignment of LLMs Items with Bloom’s Taxonomy Level 

According to the analysis of items generated, both ChatGPT and Gemini can generate items 
that align with the application level of Bloom’s taxonomy. This alignment is evaluated through the 
use of appropriate action verbs e.g., “calculate,” “solve” and the cognitive requirements of the 
tasks. However, it is important to note that some words or phrases in physics vocabulary do not 
have the same meaning in their natural context, and such might be wrongly placed in different 
levels. For example, question words like “What”, “How far”, and “How fast” are words that can 
be used in place of calculating, calculating the distance, and calculating the time respectively. 

Performance by Prompting Strategy 

Under zero-shot prompting, the items generated by both models were clear and correct but 
lacked alignment with the targeted Bloom’s taxonomy levels. The generated items were of low 
difficulty, making explicit categorization under the intended levels challenging. The use of one-shot 
and few-shot prompting significantly improved the models’ performance. Both models achieved 
high scores in aligning with the application level of Bloom’s taxonomy, particularly through the use 
of the action verb calculate, which was included in the examples provided to the models. Ins-
tructional prompting yielded the best results for both models regarding alignment with the targeted 
application level of Bloom’s taxonomy and appropriate difficulty. This strategy excelled because 
the intended level was explicitly stated in the prompt, reducing ambiguity. The generated items 
effectively tested the application level of Bloom’s taxonomy and were suitable for students familiar 
with basic projectile motion concepts. The items generated under instructional prompting were of 
adequate difficulty, requiring test takers to apply kinematic equations similar to calculating basic 
circuit variables. Gemini’s item presented a higher cognitive demand compared to ChatGPT, as it 
involved deeper circuit analysis, including scenarios with an inductor and a capacitor in a steady-
state condition. This question targeted fundamental concepts of LC circuit behavior and included 
a clear circuit diagram, guiding students to apply steady-state behaviors and phase relationships in 
the circuit. 

 Prompting Strategy for Generating High-Quality Physics Items 

The quality of physics items produced by LLMs is significantly affected by the prompting 
strategy employed. As detailed in Figure 1, zero-shot prompting involves generating items without 
providing examples. This approach often results in basic items that may be incomplete or less 
challenging. For instance, while ChatGPT can produce clear and aligned questions, it sometimes 
omits critical details, such as the gravitational constant in physics problems, which negatively im-
pacts correctness and solvability. Presented in Figure 2, one-shot prompting involves providing a 
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single example. This strategy generally enhances the clarity, alignment, and relevance of the gene-
rated items, leading to improved performance compared to zero-shot prompting. Detailed in 
Figure 3, few-shot prompting includes several examples to guide the model. This technique tends 
to produce even higher-quality items by further enhancing clarity, correctness, and alignment. 
However, both ChatGPT and Gemini may still struggle with ensuring adequate difficulty and 
solvability, as the models often find it challenging to adjust the difficulty of items based on the 
limited examples provided. This limitation is a notable drawback of few-shot prompting. 

As shown in Figure 4, instructional prompting involves detailed instructions and multiple 
examples, yielding the highest quality items. Under this strategy, both LLMs perform exceptionally 
well, generating items that are clear, accurate, appropriately challenging, and aligned with Bloom’s 
taxonomy at the application level. Instructional prompting ensures that the generated items are 
comprehensive and capable of testing deeper understanding and complex concepts. The analysis 
indicates that instructional prompting is the most effective strategy for generating high-quality 
physics items. It allows for the creation of items that not only meet clarity and correctness standards 
but also challenge students’ ability appropriately and align with educational frameworks. 

CONCLUSION 

The findings of this study contribute to the growing body of research on the application of 
Large Language Models (LLMs) for Automatic Item Generation (AIG). By employing Bloom’s 
taxonomy as a framework, the study focuses on aligning the generated items with Bloom’s 
taxonomy, with a particular emphasis on the application level of Bloom’s taxonomy, thereby 
addressing a significant gap in the existing literature on AI-assisted educational assessments. The 
study employed a variety of prompting strategies, including zero-shot, one-shot, few-shot, and 
instructional prompts to assess the capabilities of ChatGPT (GPT-4) and Gemini in producing 
high-quality assessment items. These items were evaluated based on criteria including clarity, 
correctness, non-misleading content, adequate difficulty, use of appropriate language, alignment 
with the intended Bloom’s taxonomy, and the item is solvable and leads to a single solution. Each 
parameter was evaluated on a binary scale with a score of 1 indicating a yes and 0 indicating a no.  

The study extends previous work by comparing the performance of two prominent LLMs, 
ChatGPT and Gemini, in generating physics assessment items. The results indicate that both Chat-
GPT and Gemini can generate high-quality physics assessment items, although their effectiveness 
varies depending on the prompting method used. Instructional prompts, in particular, yielded ex-
ceptional results from both models, producing items that were clear, precise, and consistently 
aligned with the application level of Bloom’s taxonomy. This finding underscores the importance 
of prompt engineering in guiding LLMs to generate desired outputs. The consistent results ob-
tained from repeated trials using the same prompts under different prompting strategies highlight 
the ability of both models to generate clear, accurate, and cognitively appropriate assessment items 
demonstrating the potential of LLMs as valuable tools in Automatic Item Generation (AIG). This 
consistency implies that the models can reliably produce high-quality items, reinforcing their po-
tential as tools for educators.  

The potential of LLMs in AIG, as demonstrated in this study, aligns with the growing body 
of research on AI-assisted educational assessment. This study contributes to the existing literature 
on LLMs in educational assessment and provides additional evidence supporting their application 
in physics education. The study’s focus on physics as a fundamental STEM subject highlights the 
importance of developing effective assessment tools in this area. By effectively meeting the in-
creasing demand for high-quality assessment items, LLMs can alleviate the burden on educators 
and assessment developers. Additionally, the comparison between ChatGPT and Gemini offers 
new insights into the relative strengths of different LLMs in this context, which has not been 
extensively explored in previous literature. The findings support the viability of using LLMs for 
generating assessment items across STEM subjects, as evidenced by previous studies in physics 
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and mathematics (Bhandari et al., 2024; Küchemann et al., 2023) which found that ChatGPT gene-
rated questions were comparable to human-authored textbook items by experts in assessing stu-
dents’ abilities. The ability of LLMs to generate diverse, contextually appropriate, and cognitively 
aligned items addresses a significant challenge in educational assessment, particularly in STEM 
subjects like physics. Physics education plays a vital role in developing critical thinking, problem-
solving skills, and scientific literacy, which are essential for students’ future academic and pro-
fessional success. The ability to generate high-quality physics items that target specific cognitive 
levels can enhance the effectiveness of physics education by providing more tailored and diverse 
assessment opportunities. 

The current study focused on generating and evaluating physics items only for the applying 
cognitive level of Bloom’s taxonomy. While the evaluation criteria used were comprehensive, it 
was self-evaluation without empirical data. Future research could benefit from expert evaluation to 
further validate the quality and educational value of AI-generated items. Additionally, expanding 
the research to cover all levels of Bloom’s taxonomy and gathering empirical data for piloting would 
provide a more complete understanding of LLMs’ capabilities in educational assessment, hence, 
paving the way for LLMs’ items for large-scale assessments.  
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