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INTRODUCTION 

The shift of the testing system from the classic model to a modern model is due to the 
needs of the 21st-century climate (Boussakuk et al., 2021) including an increase in the test pack-
age, which turned out to be more effective (Lin et al., 2021) as well as online learning (Tripathi et 
al., 2022). Experts continuously carry out test simulations for adaptive testing system specifica-
tions (van der Linden, 2022; Huang et al., 2022). This shows that the adaptive testing system is 
increasingly studied and elaborated down to the level of test characteristics and test items. 

The assembling of the items into tests that have been carried out so far uses a wide range 
of the difficulty level distribution of the questions or the distribution is heterogeneous (easy, 
medium, and difficult). There are even more details using more categories: very easy, easy, medi-
um, difficult, and very difficult. More and more categorization is closer to continuous variables, 
which follows the philosophy of the test that the range of abilities is from infinite negative to 
infinite positive (Hambleton & Swaminathan, 1985; Hambleton, 1989; Reise et al., 2005). 

Conversely, the closer the categorization to categorical or discontinuous variables, the more 
questions that are not effective in revealing the abilities of test takers with different abilities. The 
assumption is that the test should have a wide distribution of difficulty levels, but it is not effec-
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The era of disruption significantly engineered a classic testing system into an adaptive 
testing system where each test taker takes a unique test. However, the carrying capacity 
of the adaptive testing system engineering is experiencing obstacles in terms of the 
method of presenting the test questions. The study aims to introduce the low-high 
adaptive tracking method with the item response theory approach, where the difficulty 
level of the questions is adapted to the test takers' abilities. The number of test 
questions in the question bank is 400 questions. Data analysis used the Bilog-MG 
program. The range of the difficulty level of the questions and the ability level of the 
test takers was determined [-3.3]. The initialization of the ability of each test taker is set 
flexibly. The test taker's response uses the pattern of all wrong, all true, and normal 
responses. The research results show that the low-high method with the IRT approach 
matches the pattern of the method of giving adaptive test questions. The low-high 
method requires about 17 test questions to find the ability of the test takers. Another 
characteristic of the low-high method is that if the responses of the test takers' three to 
five questions are all correct, then the calculation of divergent abilities is positive, and 
if the responses of the test takers' three to five questions are all wrong, then the 
calculation of convergent abilities is negative. Teachers can use the low-high method 
to design and assemble adaptive tests in schools electronically and manually. 
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tive so it is better if the test items have a narrow distribution of difficulty levels around the aver-
age. This is not following an adaptive testing system where each test taker has a unique ability. 

Administering an adaptive testing system uses a procedure that all existing test questions 
are effective and optimal in measuring the test takers’ ability (Kozierkiewicz-Hetmańska & 
Poniatowski, 2014; Rukli, 2018). If the test taker can do a question correctly, he will be given a 
question with a higher level of difficulty; if he fails to do it, he will be given a test item with a 
lower level of difficulty. If test takers with low abilities work on questions with a low difficulty 
level, then the information about the test takers' abilities is accurate, and if test takers with high 
abilities work on questions with a high level of difficulty, then the information about the test 
takers' abilities is also accurate. 

Educational and psychological test theories are known as Item Response Theory (IRT) and 
Classical Test Theory (CTT) (Ma et al., 2020). CTT has the characteristics of test questions 
depending on the test group so that the statistical values obtained depend on the sample. As a 
result, if the test group changes, the statistical values on the questions and tests will change. 
Conversely, in IRT, once the questions have been calibrated, the values obtained will be invariant 
where they are not affected by the test group so that the item values, known as the item para-
meters, do not change. The characteristics of the test items refer to the independent parameters 
of the test group so that they match the adaptive test (Rukli & Hartati, 2011). 

The Item Information Function (IIF) is inversely proportional to the square of the stan-
dard error of the ability parameter estimate (Hambleton & Swaminathan, 1985; Stenbeck et al., 
1992;  Hulin et al., 1982). That is, if the IIF is large, the standard error for estimating the ability 
parameter will be small. If the test taker works on two or more questions where the difference in 
the standard error of the ability parameter estimate is smaller and the criteria set, then the ques-
tion is stopped, or there are other criteria so that mathematically, the test taker's ability estimate 
has been found. This procedure is a stage for making computer-based adaptive tests, or it can 
also be done manually by assembling questions starting with easier questions. 

One concept describes the characteristics of the questions related to the test takers' ability, 
namely IRT. IRT is in the form of a logistics model. If only paying attention to the difficulty level 
of the questions related to the test takers’ ability, then the one-parameter logistic model is used. 
When paying attention to the questions' difficulty level and the discrimination of the questions 
related to the test takers' ability, a two-parameter logistic model is used. When paying attention to 
the different discrimination powers of the questions, the questions’ level of difficulty, and the 
probability of guessing the questions related to the test takers’ ability, a three-parameter logistic 
model is used. The interpretation of the characteristics of these questions in the form of a multi-
ple-choice test has a different meaning for each model, so it has implications for the interpreta-
tion of the test takers' abilities. These three models can be applied to adaptive testing for exam-
ple (Senge & Hullermeier, 2015; Sineglazov & Kusyk, 2018). The one-parameter logistic model is 
simple regarding application and concept because it is more suitable for small-scale tests where 
the number of questions in the question bank is relatively limited but accurate. Besides, the diffi-
culty level of the questions and the level of test takers’ ability are 'prioritized' on the same scale. 

The engine is the basis for the locomotive direction to move according to the ability of the 
test takers. The low-high method is the opposite of the high-low method. The low-high method 
is a triangular branch method with the rule that if the test taker's response is wrong, then an 
easier question is given; otherwise, if the test taker's response is correct, then a difficult question 
is given (Hulin et al., 1982). This process is continued until the iteration of the assessment con-
verges where the difference between the two standard errors of the respective difficulty level 
parameter estimates is smaller or equal to 0.01. The low-high method can be used as a reference 
in choosing adaptive questions to abilities with several response models to check the test length 
and the exposure level of the test items. For this reason, the study aims to compare the pattern of 
adaptive test results with abnormal and normal response patterns. Besides, it aims to find the test 
length and the questions' exposure level in the normal response model to convergent assessment. 

https://doi.org/10.21831/reid.v10i1.66922
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Item Response Theory 

Item Response Theory (IRT) places a parameter scale of the level of difficulty of the test 
items with the parameter level of the ability of the test takers (Halama & Biescad, 2011; DeMars, 
2018). The placement of the two gives many further consequences when compared to other para-
meters, namely discrimination and probability of guessing in a three-parameter logistic model. 
The - discrimination parameter is the touch point of the tangent line to the logistics model curve. 
The probability of guessing parameter is the meeting point between the logistic model curve line 
and the y-axis. 

The item difficulty level parameter is a parameter of the item character, which is a feature 
of all logistical models in IRT. The only one-character model of the item parameter associated 
with the test taker's ability parameter is the one-parameter logistic model. The one-parameter 
logistic model equation is presented in Formula (1) as follows. 
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Formula (1) shows only two variables that feature, namely,  the difficulty level 

and (theta) the ability level of the test taker. The other feature is D = 1.7 as a constant. Using 
the Excel application, where the two features are added by one constant, makes the logistic mod-
el curve one parameter, as shown in Figure 1. 

 

 

Figure 1. Four Test Items with Different Difficulty Levels 

Figure 1 shows four curves of test items with difficulty levels of 3, 2, 1, and -1. The one-
parameter logistic model has the same curve; if it is pulled left or right parallel to the x-axis, it will 
remain the same. In other words, the parameter of the difficulty level of the questions and the 
parameter of the test takers' ability are on the same scale. The implication is that the two variables 
of these parameters can be compared directly and functionally. Based on this, the two features 
can become a theoretical basis for developing an adaptive exam system. 

METHOD 

Flow Chart 

Theoretical studies and the results of previous studies, as well as research objectives, are a 
reference for designing an adaptive testing system flow chart. The flow chart of the adaptive test-
ing system is shown in Figure 2. 
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Figure 2. Flow Chart of the Low-High Method 

Figure 2 shows the stages of the low-high method of the adaptive testing system. First, the 
selection of domains can be in the form of subjects to be taken, for example, mathematics, 
Indonesian, sub-subjects, or themes. However, in this simulation, the domain is subjects, namely 
mathematics and the Indonesian language. Second, initialization determines the test takers’ ability, 
which is decisive at the next stage of the process. There are various ways to determine the 
adaptive test stages, for example, choosing a moderate level of difficulty related to the test taker's 
ability or using extra questions related to the domain to be measured where the results of the 
ability assessment are the initial initialization of the test taker's ability where each of them has an 
initial theta itself so that it is quite accurate but less applicable when the ability initialization 
process requires a lot of questions, especially in the question bank whose number is limited 
(Triantafillou et al., 2008). In addition, to keep the research data confidential, the participants 
were anonymized, their participation would not jeopardize their future, and the data obtained 
were only used for research purposes. 

This research uses a theta ability level equal to zero, assuming that this ability is at the 
midpoint of the ability range from -3 to 3. Likewise, selecting the next item will be closer to the 
medium difficulty level. This determination is said to match the level of difficulty of the questions 
with the level of ability (Hulin et al., 1983) and is more or less the same as matching the 
maximum item information function at the ability level if c = 0 and a = 1 (one-parameter logistic 
model). However, this determination is not strictly followed for simulation purposes, but theta 
may not equal one. 

Third, the selection of the next question is carried out using the descending and ascending 
methods. This method is a decision tree method, which is the simplest and oldest method. These 
methods vary in terms of both the number of tree branches and the basis for subsequent tracking 
(Magee, 1964; Sarabia et al., 2021). The minimum number of tree branches is two, and the maxi-
mum is not limited, although the determination of the number is following the needs and effec-
tiveness. The need for too much detail and accuracy requires more branching. 

https://doi.org/10.21831/reid.v10i1.66922
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The effectiveness of branching is related to tracking the flow, where the more branches 
there are, the longer the decision-making process, thereby wasting computer/laptop time and 
space. Besides, the presence of many branches will create many possible holes or dead ends so 
that instead of being detailed and accurate, it can even happen the other way around. This is the 
basis for choosing a two-pronged tracking method, namely a low-high method. 

Low-high Method 

The low-high tracking method is derived from the high-low tracking method. Both 
methods are two-pronged. The high-low method is a method of tracking up first to higher, then 
tracking down, and so on until reaching convergent tracking. Low high tracking is a revision of 
high low tracking even though the changes appear to be just reversed in the direction of the order 
but have a theoretical test philosophy. 

CTT or IRT do not conflict with the philosophy that test takers experience less than 
normal conditions at the start of the exam anywhere and under any conditions. Even so, these 
less normal conditions varied among test participants. Such conditions can decrease the test 
taker's ability. When test takers answer questions, they will also experience interference or fail to 
answer correctly or perfectly according to their normal abilities. Conversely, test takers who were 
outliers from the previous review or did not experience any drop or interference at all, then the 
first question given was lower than their abilities so that the test questions are a prize to being 
able to answer more questions on the next test. Therefore, the first question when the exam is 
given is a question that has a lower level of difficulty than the actual ability of each test taker. This 
is the ideal way. Normally, test takers are given questions at the level of difficulty according to the 
average ability of the group. 
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Figure 3. Low-High Method 
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Besides, the number of branches of the tracking method depends on the next engine, 
namely how much it goes down if the answer is wrong and how much it goes up if the answer is 
right. The low-high tracking method has an engine; that is, if a test taker answers incorrectly, the 
level of difficulty of the lowered test item is greater than equal to 0.2. Conversely, if it is true, 
then the difficulty level goes up or more than 0.1 (Hulin et al., 1983). This pattern makes the fluc-
tuation tracking method unique and simple. The pattern of the low-high tracking method is 
shown in Figure 3. The low-high tracking method is the basis for providing adaptive test ques-
tions according to the test takers' current abilities. 

Fourth, the test termination rule uses three rule conditions. First, test takers respond to 
question after question until their ability is known. This refers to the standard error of estimating 
the ability parameter from the results of the responses to two consecutive test questions, which 
are smaller or equal to 0.01. In other words, if additional questions are given, the test taker's 
ability does not change significantly so that the system stops and provides a trace report on the 
test taker’s abilities, both quantitatively in the form of numbers and descriptively in the form of 
graphs. This information is useful for test takers and teachers, namely, test questions that can be 
done and test questions that students cannot do. This provides further information on remedial 
materials. Second, test takers have to make the best use of their time. The test taker answers each 
question within three minutes. The questions related to the domain of mathematics are 40 
questions, so the total time allocation is only 120 minutes. If the time limit is exceeded, the exam 
will be terminated. Third, the test items in the question bank are no longer available for the test 
takers according to their current abilities. 

Fifth, the ability output of the test taker is in that domain. Test takers must choose an avail-
able domain and proceed with the process as in the previous steps. Test results for each domain 
for each test taker can be printed by the test taker at that time, accompanied by questions and 
traces of his/her ability. 

Response Pattern 

Response patterns use all true, all false, and normal response patterns. The answer pattern 
is as follows. First, the pattern of all correct responses means that the test takers correctly answer 
all the test items given. This pattern reflects the extremely positive response pattern. This informs 
the test takers that they have abilities above the difficulty level of the questions. 

Second, the pattern of all incorrect answers means that the test takers answered incorrectly 
all of the test items. The wrong pattern all reflects the extremely negative answer pattern. This 
shows that the test takers’ ability is below the difficulty level of the questions.  

Third, the normal response pattern means the response pattern, as usual, namely some-
times wrong or sometimes right, with the answer pattern 111¦0110110100¦000 (Linacre & 
Wright, 1994). However, for simulation purposes, this pattern is not strictly used, so other pat-
terns similar to this pattern remain a simulation reference. The normal pattern and its variations 
are mostly used to check the test length and the exposure of the test questions from each 
simulation. All of these answer patterns aim to test the simulation low-high method in giving test 
questions according to the test takers’ ability. These results inform the number of test items (test 
length) and trace the ability of the test takers and the exposure level of the test items. 

Test Length and Item Exposure 

Test length and item exposure are features of an adaptive testing system. The test length 
concerns the number of test questions given to test takers until they converge. The test length is 
determined by the average number of questions in each of the nine simulations. The number of 
simulations in this study is 700 times the simulation of the normal response model, while the 
abnormal response model is only 10 times. Item exposure in a simulation study is the frequency 
of an item appearing between simulations. This is intended to track the balancing of material for 
each test taker so that the material is measured optimally. 

https://doi.org/10.21831/reid.v10i1.66922


 10.21831/reid.v10i1.66922 
Rukli & Noor Azeam Atan 

Page 41 - Copyright © 2024, REID (Research and Evaluation in Education), 10(1), 2024 
ISSN: 2460-6995 (Online) 

FINDINGS AND DISCUSSION 

Findings 

All Correct Response 

The pattern of all correct responses indicates that the system is looking for questions with 
increasing difficulty levels, or there are no items that match, or the assessment stops because the 
difference in - Standard Error (SE) is less than or equal to 0.01. The last column shows a final 
score of 145, greater than 100. This value does not naturally occur because the range of abilities 
of the test takers is defined as [–3.3] or the score is in the range [0. 100]. This can happen if the 
responses are all correct, and the system will continue to look for higher questions so that no 
suitable questions are available. Furthermore, if all the responses are correct, the system will 
continue searching for questions with a higher difficulty level. As a result, no more items may be 
filled in the question bank. The system has been designed to anticipate these conditions by 
displaying a warning message. This means that there are no questions that match the test question 
bank. Another message is that the time for working on the test questions is up, or the assessment 
has been reached where the test takers' ability is known.  

Figure 4 shows the pattern of all correct responses with seven initializations and 10 items, 
with the score for each simulation being higher. If the number of items increases, the score will 
be even greater, which is close to infinity. Even so, this is not a problem because, theoretically, 
the test takers’ ability is stretched (-∞.∞). These results indicate a positive divergence. Ten curves 
out of 10 questions never intersect with other lines. This shows that the simulation results are 
consistent despite using several theta values. Besides that, the increase in score is in line with the 
increase in theta value. 

 

 

Figure 4. All Correct Response Curve 

False Response 

Any pattern of wrong answers implies the system is looking for questions of decreasing 
difficulty. The score column shows the item is smaller than 0, namely a negative score. This can 
happen if the responses are all wrong, and the system will continue to look for lower questions so 
that no suitable questions are available. This is not a problem because the ability range of the 
smallest test takers is not limited even though in simulation, it is limited to -3. 

Furthermore, if all the responses are wrong, the system will continue searching for ques-
tions with a lower difficulty level. As a result, there may be no more items that fill in the question 
bank. The system has been designed to anticipate these conditions by displaying a warning 
message. This means that there are no questions that match the test question bank. Another 
message is that the time for working on the test questions is up, or the assessment has been 
reached where the test takers’ ability is known. 
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Figure 5 shows the pattern of all wrong answers with seven initializations: -3, -2, -1-, 0, 1, 2, 
and 3. There are 10 items used in the simulation. As the number of questions increases, the score 
decreases to a small to near negative infinity.  The simulation shows that the lowest score is -1356 
with theta = -3, while the highest score is -103 with theta = 3. If the number of items is added by 
more than 10, the score will be even greater, close to negative infinity. This result indicates a 
negative divergence. 

 

 

Figure 5. All Wrong Response Curve 

Normal Response 

The normal response pattern is a response pattern showing that if the difficulty level of the 
test item is too high compared to the test taker's current ability, the response will be wrong. 
Conversely, if the difficulty level of the test item is too low compared to the test taker's current 
ability, the response will be correct. The simulation results show that s answers with varying 
patterns of normal answers where the test takers were initially wrong, maybe due to their un-
familiarity with using computers, anxiety, or low ability compared to the difficulty level of the 
questions that appear on a computer or laptop screen. However, the second item began to 
stabilize until the fifth item, for which the response was correct. At that time, the difference in 
SE had reached a value of 0.008, which was less than or equal to 0.01, so the system stopped. 

Table 1 shows the test takers doing a test consisting of seven questions. The final result 
shows a final score of 84.735 on a [0.100] scale or 2.084 on a [-3.3] scale. Furthermore, if there is 
a special case where the normal response does not stop, it causes the system to continue looking 
for questions with a higher difficulty level. As a result, there may be no more items that meet 
these requirements in the item bank. 

Table 1. Patterns for Normal Responses 

No. Id_Item Theta b u SE SE Different Score 

1. 104 0 -0.002 0 1.176 0 48.772 
2. 120 -0.074 -0.215 1 0.835 0.342 48.477 
3. 116 -0.091 -0.113 1 0.681 0.154 51.625 
4. 123 0.097 0.065 1 0.599 0.092 60.574 
5. 132 0.634 0.166 1 0.535 0.055 75.136 
6. 181 1.508 0.322 0 0.513 0.022 79.576 
7. 161 1.775 0.043 1 0.505 0.008 84.735 

 
The ability of the test takers (theta) increases if the questions are answered according to the 

answer key or vice versa. Figure 6 shows a movement of ability from the bottom left to answer 
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the wrong question and then to the right, where the movement takes a non-straight line. The 
non-straight line indicates the test taker's ability to do the test normally. The more the questions 
are answered or worked out by the test takers until the assessment converges, the smoother the 
curve will be traced. 

The normal response results show that the final score of seven thetas is no more than 100. 
Besides that, the score for each item out of 10 increases according to the number of items. In 
other words, if the previous response is wrong, then to the next question, the system gives a 
lower item difficulty level so that the score decreases, and vice versa. This shows that the low-
high method follows the mechanism of giving adaptive questions according to the current ability 
of test takers. 

 

 

Figure 6. Normal Response from Ten Test Items 

The simulation results show that the theta is equal to 0, and other variations of theta values 
are shown in Table 2. Table 2 shows that the theta values give the same level of difficulty, while 
when the values vary, the difficulty level values are different. This also applies to the standard 
error value. The value of the difficulty level and standard error depends on the response pattern. 
In other words, the response pattern becomes a benchmark for these two values so that the low-
high method can be an engine for determining adaptive items to the variance of the test takers' 
abilities. 

Table 3 shows a random sample of nine simulation results from 700 simulations. The 
average test length during the nine simulations is 17. The test length is less than half of the length 
of the PTT test, which is 40 questions on the National Examination in Indonesia. The number 
and types of questions are different, meaning that even though the average number of questions 
is 17 items, the appearance of the questions is the same. Test questions with ID 221 and ID 225 
appear in each of these simulations. The two test questions appeared around the beginning of the 
exam so that they could open up opportunities for test takers to cheat. 

Table 2. Responses to the Nine Test Items 

Id Item Theta Difficulty Level Response Pattern Standard Error 

104 0 -0.002 It is all true 1.176 
104 0 -0.002 All Wrong 1.176 
104 0 -0.002 Normal 1.176 
122 -2.134 -2.211 It is all true 0.839 
321 -2.238 -2.409 All Wrong 0.197 
198 -2.003 -2.151 Normal 1.166 
102 1.789 1.681 It is all true 0.102 
129 -2.893 -2.906 All Wrong 0.101 
271 1.637 0.065 Normal 0.770 

https://doi.org/10.21831/reid.v10i1.66922
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Table 3. Question ID and Length in Normal Response 

No. Simulation Question Id Question Length 

1. I 123, 126, 221, 225, 004, 005, 129, 132, 133, 284, 254, 
255, 331, 170, 192 

15 

2. V 010, 111, 221, 225, 219, 108, 177, 105, 091, 227, 288, 
192, 120, 129, 203, 222 

16 

3. IX 104, 194, 136, 019, 221, 225, 114, 126, 037, 057, 106, 
111, 333, 293, 209, 192, 197, 129 

18 

4. XX 101, 005, 004, 008, 105, 156, 129, 002, 091, 084, 121, 
164, 194, 136, 280, 221, 225 

17 

5. XXX 201, 102, 018, 039, 149, 221, 225, 109, 105, 157, 138, 
329, 269, 345, 297, 199 

16 

6. CCC 104, 120, 116, 123, 132, 372, 238, 324, 221, 225, 213, 
305, 232, 222, 197, 322, 352, 189, 191 

19 

7. CD 113, 145, 157, 189, 007, 221, 225, 211, 120, 344, 361, 
326, 299, 277, 159, 179, 203, 2015 

18 

8. DC 210, 221, 225, 347, 321, 003, 016, 082, 017, 186, 100, 
102, 203, 291, 304, 356, 364 

17 

9. DCC 221, 225, 150, 158, 218, 210, 219, 108, 177, 101, 219, 
229, 328, 237, 306, 112, 183 

17 

Discussion 

The adaptive testing system is a spectacular innovation from the classic testing system, 
namely the paper-and-pencil test (PPT) testing system. PPT conducts item tests strictly where the 
test makers follow the normal rules, namely the normal curve. The normal curve becomes the 
PPT reference so that the proportion of questions is based on the level of difficulty of the ques-
tions, for example, 30% easy questions, 40% average questions, and 30% difficult questions. This 
method is theoretically understandable and does not violate existing statistical norms. However, if 
viewed from the theory of the test, this needs to be removed because it lacks respect for the 
uniqueness of each test taker. 

The uniqueness of each test taker, wherever and whenever, still needs to be considered, 
including when creating and designing tests, so that there is equality and fairness. One form of 
inequality and injustice in examinations is passing students who do not pass (Cornelisz et al., 
2019). The equivalent concept of the adaptive testing system is to match the level of difficulty of 
the questions with the level of ability of the test takers on the same scale so that the scores can be 
compared. Fairness refers to the characteristics of the test takers' ability, not the test items' 
characteristics. 

Referring to the PPT test procedure, namely giving test items to all test takers equally 
without discriminating. However, in reference to the characteristics of test takers' abilities, the 
concept of an adaptive testing system, namely giving test items to all test takers according to their 
abilities, is used. Because each test taker has a unique ability, the adaptive testing system must 
embody the elements of equality and fairness. 

The simulation results of the adaptive testing system use the low-high method for all 
response simulations following the test theory. That is, the low-high method can be a reference 
for determining adaptive test items to test takers' abilities with several notes. The first note is the 
positive divergent assessment. The results of the assessment increased in a dispersive manner 
when the test takers worked out some of the questions. This means that the more the test items 
are answered, the more inaccurate the estimate will be. The more inaccuracy shows that the test 
questions are not functional. If this continues, it can drain the item bank. Positive divergence 
estimates are not expected to occur in an assessment. Therefore, a positive divergent model 
estimate is opposed to a convergent estimate. 
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The second note is the negative divergent assessment. The assessment results fell out of 
focus when the test takers with wrong responses answered more than two questions. The more 
the test items are done, the more the estimates will spread downward so that they are away from 
the target point. If this continues, it can drain the item bank and positive divergence. Negative 
divergence estimates are not expected to occur in an assessment. Therefore, the negative diver-
gent model estimates are contrary to the focus of the convergent assessment results. 

The third note is a convergent approximation. The assessment results focus on when the 
test takers answer some of the questions. This means that the more the test items are answered, 
the more accurate the estimate will be. The higher accuracy shows that the functional test 
questions are focused more on the estimated target. If this is continued, it can save the question 
bank item bank. For this reason, convergent estimation is expected to occur in an estimation. 
Therefore, the assessment of the convergent model follows the rules of test theory so that the 
convergent assessment is used to estimate the test taker's ability level. 

Convergent assessment corresponds to the concepts of test reliability and test validity 
(Saidi & Siew, 2019; Balachandran et al., 2021). Reliability refers to the consistency of an item to 
construct a test kit. Test reliability is related to the information function of items and tests in IRT 
(Alnasraween et al., 2021). The test information function is the result of the accumulation of the 
test item information function (Hoshino, 2001; Boone & Staver, 2020; Frey, 2018). The infor-
mation function can be applied to track the high-level anxiety of medical students (Zhang et al., 
2021). 

The low-high method provides adaptive test questions to test takers following the concept 
of test theory. These results are in line with the decision tree of Rodríguez-Cuadrado et al. (2020), 
Bayesian method (van der Linden, 1998; Veldkamp & Matteucci, 2013), Kullback-Leibler infor-
mation with a posterior distribution (Victor et al., 2020), and Sympson-Hetter method (Han, 
2018). In addition, the adaptive testing system can add advanced functions of polytomous item 
response models, weighted likelihood estimation methods, and content balancing methods (Seo 
& Choi, 2020). 

Moreover, adaptive testing systems can be coupled with formative tests, which serve as ef-
ficient educational evaluation tools for personalized distance learning services (Choi & McClenen, 
2020). Likewise, adaptive testing systems greatly reduce the number of test items and time 
without losing measurement accuracy (Xu et al., 2020) and allow individual assessment for longi-
tudinal monitoring (Lai et al., 2017).  

The number of test items in convergence assessment is smaller, namely around 12, when 
compared to that in PPT, which is around 40. This is in line with previous studies of more than 
half (Li et al., 2020) as well as a more active and efficient adaptive testing system (Han, 2018). 
Besides, the adaptive testing system is a method of selecting items and transition criteria so that it 
can increase the accuracy of estimating certain latent variables to different levels (Bao et al., 
2021). Therefore, the adaptive testing system with the low-high method becomes a reference for 
teachers in designing adaptive tests with questions from PPT. This is not an obstacle because, in 
essence, PPT testing can be made adaptive to support teaching in the classroom (Chang, 2015). 
However, the low-high method cannot control the exposure of the test items, especially at the 
beginning of the test. 

Item test exposure is the frequency with which an item appears in an exam or between 
exams from several test takers. If this occurs several times, it will reduce the confidentiality of the 
test items or can cause participants to cooperate. Factors influencing item exposure are the 
psychometric properties of the items in the item pool (Revuelta & Ponsoda, 1998) and the 
composition of the items in the range of the desired ability scale (Ozturk & Dogan, 2015). There 
are many studies on item exposure control, for example, the continuous a-stratification index by 
Huebner et al. (2018), Simpson and Hetter by van der Linden and Veldkamp (2004) and Chen et 
al. (2008), and the knowledge-based approach (Doong, 2009). It needs to be studied more in 
detail because it can weaken the balance of items appearing in adaptive tests. Thus, further 
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research can use other methods, for example, maximum likelihood estimation, Bayesian, or 
heuristic either separately or in combination with low-high methods to control the exposure of 
the test item. 

CONCLUSION 

The low-high method requires around 17 questions until the test takers' ability estimates 
converge. If the test takers' responses in three to five questions are all correct, then the calcula-
tion of divergent ability is positive. Conversely, if the test takers' responses successively three to 
five questions are all wrong, then the calculation of divergent ability is negative. Teachers can 
construct test items into tests by using the low-high rule to more accurately measure test takers' 
ability even though the number of questions is small. The low-high method cannot control the 
exposure level of the test items, so further research can use other methods, for example, maxi-
mum likelihood estimation, Bayesian, or heuristic, either separately or in combination with low-
high methods. In addition, the number of items in the item bank is very small, namely, less than 
1000. The number of such items is questionable regarding the representation of the material 
being represented. Therefore, future studies can make tests with narrower domain groupings, not 
subject groupings but the sub-subject-matter. Likewise, care should be taken to widen the range 
of item difficulty levels, namely wider than the range [-3.3], so that divergent values can be con-
trolled. Thus, the teacher can use the low-high method following the research results. However, if 
the questions given are not varied according to the variations in the abilities of the test takers, the 
low-high method can be combined with other methods so that negative and positive divergent 
estimation results can be avoided. 
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