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ABSTRACT  ARTICLE INFO 

Hoax news prediction is required to anticipate the growth of hoax news in social 
media. This study aimed to determine the best model for predicting whether the news 
is a hoax or valid based on the dataset taken from Kaggle.com. This study used several 
data prediction methods: Support Vector Machine (SVM), Random Forest, Logistic 
Regression, and Naïve Bayes. After the research processes and data testing, the results 
showed that the best model for predicting hoax news was SVM, which had the highest 
accuracy, precision, and recall score of the others. 
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1.   Introduction  

The ease of accessing news today has become one of the advantages of technological advances. In 

this digital era, we can access news from printed media such as newspapers, tabloids, or magazines and 

from online news. The internet makes the news easiest to access in any media, such as websites, social 

media, and even any group chat. The speed of spreading news through internet access is one thing that 

triggers the emergence of new problems, namely the ease of spreading hoax news. The spread of untruth 

information can harm readers, which results in changes in human perception and thinking [1]–[3].  

Hoax news is news or article whose credibility cannot be justified. People created hoax news to 

manipulate others, causing chaos, panic, and other bad purposes [4]. The worst impact of spreading hoax 

news is that it can trigger divisions and disputes between tribes, races, and countries [5]. From these 

problems, a system is needed that can detect the truth of news to reduce the impact of spreading hoax 

news. According to the Indonesian Ministry of Communication and Informatics, it is explained that a 

way to avoid hoax news is to always pay attention to the address of the news source sites [6]. However, 

many people need to get used to finding the news source before believing it.  

Some studies indicated that machine learning methods were able to detect fake news. Some possible 

solutions to classify fake news in its current state have been identified and analyzed [7]–[9]. They 

comprehensively and systematically studied some research papers and projects on fake news detection. 

The results concluded about the streaming nature of fake news, and the computer was able to determine 

the false news by using advanced machine learning. Detecting fake news requires lifelong learning 

solutions due to the rapid changing of the content, style, language, and type of fake news. Some studies 

could have more clearly stated the machine learning-based fake detection system since numerous research 

only showed the detection performance without explaining the internal mechanics of the model process 

[10]. Integrating machine learning in semantic fake news detection has been studied by researchers [11], 
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[12]. Their experiments focused on short texts. They implemented deep learning and utilized the process 

in semantics features to improve accuracy. The accuracy increased up to 4.2%. The researchers concluded 

that due to the rapid growth of fake news, detection and the accuracy achieved would be depended on the 

datasets and the case study, a good model should be adaptive and not require much dataset fine-tuning. 

Also, the larger dataset would help to improve the model [12]. Some properties in the news to distinguish 

fake content have been explored by researchers. They trained a combination of machine learning 

algorithms using various ensemble methods and evaluated the performance on four real-world datasets. 

The experimental evaluation confirms their proposed ensemble learner approach's superior performance 

compared to individual learners [13]. Choosing inappropriate feature selection, inefficient tuning of 

parameters, and imbalanced datasets forced the poor accuracy of the fake detection model. An ensemble 

model to increase the accuracy compared to the existing models is needed. The ensemble model consisted 

of machine learning methods, i.e., Decision Tree, Random Forest, and Extra Tree Classifier. The results 

achieved a training accuracy of 99.8% and a testing accuracy of 44.15% for the ISOT dataset. 

Furthermore, a training and testing accuracy of 100% for the Liar dataset was achieved [14]. A systematic 

survey about fake news detection using deep learning and machine learning methods has been 

investigated. The analysis concluded that Naive Bayes, Support Vector Machine, Logistic Regression, 

and Random Forest were the most used in developing models for fake detection. However, each method 

had constraint(s) for a specific case. Since each case has its characteristics, it is recommended that the 

most appropriate method was trying and evaluating each [15]. A Random Forest for classifying and 

detecting fake news to enhance the accuracy of existing fake detection models with several machine 

learning methods was applied and ISOT News Dataset containing 44,919 news items was used. The 

dataset included 23,502 fake news and 2147 real news. The model utilized feature selection techniques 

such as chi, univariate, features importance, and information gain were proposed and achieved 

outstanding results in accuracy [16]. 

Regarding the previous works above, some machine learning methods effectively detect fake news, 

whether gained higher or lower accuracy for specific cases. Hence, this study aimed to compare the 

accuracy of models using the Support Vector Machine (SVM), Random Forest, Naïve Bayes, and 

Logistic Regression methods to predict the validity of the Indonesian news dataset and obtain a method 

which has a higher accuracy score for the Indonesian news validity detection model. 

 

2. Theoretical Basis 

2.1. Case Folding  

Case folding is a method that can be used to equalize all the characters in data [17]. Case folding 

needs to be done to make the dataset easier to classify. Case folding is used in preprocessing, the first 

step in clustering and predicting data. In the dataset in the form of a collection of text, preprocessing is 

done by cleansing. One way of cleansing is case folding. 

This study used case folding to convert data into lowercase or change all letters to lowercase. In 

addition to converting letters into lowercase and capital letters, case folding can also be used to remove 

some punctuation marks in the text [1].   

 

2.2. Tokenizing  

Tokenizing is a process that is used to break some text into some token. A token is a collection of 

characters separated by spaces or punctuation marks [18]. In tokenizing, punctuation marks and 

characters other than the alphabet will be automatically deleted because they are considered elements that 
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do not affect the sentence. In some tokenizing processing, the deletion of characters does not include in 

some numbers. 

 

2.3. Stopwords Removal  

Stopwords removal is one of the methods used in the data cleaning step for data text. Stopwords are 

words that do not have a significant impact on the meaning of a sentence. Natural Language Toolkit 

(NLTK) is one of the packages that can be used for the stopwords removal step. In NLTK, there are at 

least 758 stopword words in Indonesian [18]. In this package, there are various stopwords in various 

languages, including Arabic, French, German, Indonesian, English, and so on. Examples of stopwords in 

Indonesian are “yang”, “di”, “ke”, “dari”, andnd others. The use of stopword removal can be used to 

reduce the storage of words that are not important in memory. Using the stopword removal step, the 

process of checking the dataset will be lighter. 

 

2.4. Term Frequency  

Term Frequency (TF) is a method used to calculate the frequency of occurrence of a word in a dataset. 

Term Frequency is used to see the number of times a word appears. The number of the result of the term 

frequency process will show how important a word is in the document. If the frequency of a word is high, 

it indicates that the word is quite influential in a document and vice versa. 

2.5. Machine Learning Algorithm  

There are several algorithms that can be used for data classification and prediction, including:  

a. Random Forest  

Random Forest is an algorithm that can be used to classify large datasets. Random Forest uses a 

decision tree algorithm in its process. One of the advantages of using random forest is being able to 

classify data that has incomplete attributes. However, the drawback of this random forest is that it is 

not suitable for solving problems related to regression.  

Entropy (𝑌) =  ∑ −𝑃 (
𝐶

𝑌)
) 𝑙𝑜𝑔2𝑃(

𝐶

𝑌
)𝑖      (1) 

where, Y: Number of cases and (
𝐶

𝑌
): Comparison of the value of Y to class C 

b. Naïve Bayes  

Naïve Bayes is a classification and prediction algorithm that is often used. This Naïve Bayes 

algorithm uses Bayes’ theorem. Naïve Bayes is a classification method based on simple probabilities 

to explain the assumption that there is no dependency relationship between variables.  

𝑃 (
𝑋

𝑌
) =

𝑃(
𝑌

𝑋
)𝑃(𝑋)

𝑃(𝑌)
      (2) 

where, 𝑃 (
𝑋

𝑌
) is a probability of X over condition Y, 𝑃 (

𝑌

𝑋
) is a probability of Y over hypothesis, 

𝑃(𝑋) is probability X and 𝑃(𝑌)is probability Y. The advantage of this approach is that the 

classification will get a smaller error value when the data set is large. In addition, the Naïve Bayes 

classification is proven to have high accuracy and speed when applied to large databases [19]. 

 

c. Support Vector Machine (SVM) 

SVM is one of the machine learning algorithms that can be used to make predictions in both 

classification and regression. It is a machine learning algorithm that implements a learning bias 

derived from static learning trained with a learning algorithm.  
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The SVM algorithm is used to find the best hyperplane by maximizing the distance between classes. 

Hyperplane is a function that can be used to separate between classes [17].  

d. Logistic Regression  

Logistic Regression is a model used to predict data in the form of binary, i.e. data is true false, true 

or false, or 0 1. TO predict the output variable that has a possible value of more than 2, the suitable 

algorithm used is multinomial logistic regression [20]. The logistic regression algorithm works by 

measuring the relationship between the target variable (the variable to be predicted) and the input 

variable or several features that will be used. The probability will be calculated based on the sigmoid 

function. The sigmoid function is a function that can change the values into the form 0 or 1.  

2.6. Prediction  

Dependent data prediction can be done by using machine learning which is built using a certain 

algorithm. Model development is done by training some data so that it can make decisions automatically. 

In this study, predictions were made to determine the appropriate category for news content. Furthermore, 

category data and news data will be trained to be able to make decisions about whether the news data is 

a hoax or real news. The data used in this research is a dataset obtained from Kaggle.com.  

2.7. Accuracy  

Calculating the prediction accuracy of the machine learning model that has been made is done by 

dividing the number of correct predictions by the number of predicted documents [1]. Accuracy 

calculations are needed to determine the level of accuracy of the model that has been made. 

   𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑓𝑝+𝑓𝑛+𝑡𝑛
      (3) 

where tp is the number of true positive data, tn is the number of true negative data, fp is for false 

positives, and fn is for false negatives. 

2.8. Precision  

Precision is an indicator to see the comparison of the number of correct positive predictions with the 

total number of positive predictions. Precision is obtained by dividing the number of correct predictions 

tp by the number of positive predictions obtained (tp + fp). 

   𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 =
𝑡𝑝

𝑡𝑝+𝑓𝑝
       (4) 

Prediction is used to see the level of correct positive predictive data from a positive data set (true and 

false). 

2.9. Recall  

Recall is the ratio of correct positive predictive data to all correct data (true positive and false 

negative). A recall is commonly referred to as the sensitivity of machine learning.  

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑝

𝑡𝑝+𝑓𝑛
        (5) 
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3. Method 

3.1 Data Source  

The data used in this study were taken from 2 datasets from Kaggle, namely the dataset for hoax news 

and the dataset for valid news. These two datasets are combined for further training on the hoax or valid 

news prediction model. The dataset consists of 1000 hoax datasets and 1137 valid news datasets. So, the 

total dataset used in this study is 2137 news datasets.  

 

Table 1. Dataset Attribute Description 

 

The dataset consists of hoax news and valid news stated in label attributes. Hoax news is marked 

with label ‘1’/ true, while valid news is marked with the label ‘0’/false. Details of the number of each 

news, both valid news and hoax news in the dataset are depicted in Fig. 1.  

 

 

 

 

 

 

 

 

Fig.  1. Number of news for 2 types of news 

 

In the dataset, news data is categorized into several categories according to the content of the news. 

However, there are still some news items that have a NaN value or are empty in the category attribute. 

Details of the amount of data in each category in this dataset are presented in the form of a diagram in 

Fig. 2.  

Attribute Description 

ID Is the unique id of each data in the dataset 

Label 
Contains dependent data which states that the news is valid or 

hoax news. 1 for hoax news, and 0 for valid news.  

Judul Contains the title of news 

Narasi Contains content of the news 

Kategori 

Conatins several categories according to news. Some data still 

have nan values in this attribute, therefore it needs to be 

processed first.  
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Fig.  2. Types and number of News 

 

3.2 Model Creation Workflow 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.  3.  Model Workflow 

Fig. 3 is a design flowchart for the development of the prediction system through various stages to 

achieve the best result. The model developed is a model for predicting the category of news, and 

predicting labels whether the news is valid news or hoax news.  
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3.3 Data Source Collection 

The first step in making this model is to collect relevant datasets to be used as test data for modelling. 

The dataset used in making this prediction model consists of a hoax news dataset and a valid dataset. The 

two datasets are combined into one dataset for model testing. Before being combined, the two datasets 

were cleaned to remove some unneeded attribute data.  

3.4 Cleaning Dataset  

The dataset cleaning phase is carried out to make the dataset clean and ready for preparation in the 

prediction model. The cleaning process is carried out by changing the data to lowercase letters to facilitate 

data checking. The cleaning process is also carried out to remove all stopwords on the site. This is done 

so that the substance of the news can be calculated appropriately. Next, is the stemmer process, which is 

a process to change all the words in the news into basic word forms. It is carried out using a literary 

stemmer package.  

The next preprocessing step is the data tokenizer process using the RegexTokenizer library. The last 

step od text preprocessing is to calculate the value of each word using TF-IDF weighting. This process is 

carried out using the sklearn.feature library package, namely TfidfVectorier. In addition to using TF-IDF, 

this model also uses the CountVectorizer package which has a similar function to TfidVectorizer. The 

TfidfVectorizer package is used for data that contains many repetitions of the same word in one dataset. 

Whereas CountVectorizer is used for simple data, which does not contain many repetitions od the same 

word in one dataset.  

The next process is to divide the data into 2 parts, namely train data (70 %) and test data (30%) to be 

implemented in the news category prediction model. The selection of train data dan test data is done 

randomly by the program, Train data and test data are taken from all data that has categorical attribute 

values (not NaN).  

3.5 Category Data Prediction Model 

The development of this category prediction model uses a library that is already available in sklearn 

called Logistic_Regression. The train data will be processed in Logistic_Regression. Furthermore, the 

model that has been trained will be tested using test data to see the accuracy score, recall score, and 

precision score for consideration in choosing a prediction model. News data with category values in the 

form of NaN is then processed using the data model to see the possible categories for the data.  

3.6 Hoax News Data Prediction Model 

Category data, news data, and news titles that have been carried out in the preprocessing step will 

then be processed to make a prediction model for the validity of the news. The model is made using SVM, 

Random Forest, Naïve Bayes, and Logistic Regression methods.  

The model uses train data (70%) and test data (30%) from the results of category prediction data 

selected randomly by the program. From the results of the model, several methods will be compared with 

the accuracy of the predictions of the validity of the news. Despite this, the readers can find out which 

model has the highest level of accuracy in predicting hoax news data. 
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4. Results and Discussion 

4.1. Dataset 

Based on the two datasets that have been combined, the visualization of the merged datasets is as shown 

in Fig. 4.  

 

  

  

 

Fig.  4.  Visualization of data 

From the visualization of the number of words that often appear, we can understand some of the 

words that are the main topic of each piece of news. The prediction model is carried out using categorical 

data with the following amounts as shown in Fig. 5. 

 

  

Fig.  5. Presentation of Category in Dataset 

All categories of data values as shown in Fig. 6 are changed from string to float. The EDU category 

was changed to 1.0, SPORT into 2.0, HOT into 3.0, FINANCE into 4.0, and NEWS into 5.0. 

b. ‘judul’ attribute data 

d. hoax news data 

 

c. valid news data 

a.  ‘narasi’ attribute data 
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Fig. 6. Number of categories chart 

 

The category prediction model was carried out using logistic regression and Naïve Bayes methods. 

The comparison of the accuracy values of the two methods is presented in Fig.7.  

 

  

 

 

 

 

 

Fig. 7. Comparative diagram of Naïve Bayed and Logistic Regression models 

From the calculation, the accuracy of training data from the Naïve Bayes and Logistic Regression 

methods, it was found that the accuracy value of the model with logistic regression was higher (91,52%) 

than using the Naïve Bayes (82.57%). Based on the consideration of the accuracy value, the model used 

to predict news categories is a model with the logistic regression method. Furthermore, data with the NaN 

category will be tested using a logistic regression model. The results of the category prediction test are 

presented in Fig. 8.  

 

 

 

 

 

 

 

 

 

 

 

 

 

a. category of news b. number of news 

Fig. 8. Category and number of news diagrams after prediction 
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4.2. Hoax News Prediction Model 

After the news data category has been successfully identified, then the data will be used for testing 

the hoax news prediction model. News data will be divided into 2 data, training data (70%) and testing 

data (30%) randomly. Several variables can affect the prediction decision of whether the news is hoax 

news or valid news. The “Clear Narasi” variable is a “narasi” variable that has been cleaned using a 

remove stopwords and stemmer process. In addition to the clean “narasi” variable, that affects decision-

making is the “kategori berita” variable. Both of these variables become determinants of decision-

making. All the data that has been processed is used to train a model for predicting hoax news. The model 

is to be trained with several methods. The results of data training and testing using these models can be 

seen in Table.2. 

Table 2. The results of data testing using SVM, Random Forest, Naïve Bayes, and Logistic Regression Models 

Model Accuracy  Recall Precision FI 

SVM 98.50% 98.50% 98.51% 98.50% 

Random Forest 94.77% 94.77% 95.32% 94.78% 

Naïve Bayes 85.05% 85.05% 88.03% 84.45 % 

Logistic Regression 97.38% 97.38% 97.43% 97.38 % 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. Prediction heatmap for SVM, Random Forest, Naïve Bayes, and Logistic Regression Models 

 

a. SVM b. Random Forest 

c. Naïve Bayes d. Logistic Regression 
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A comparison of the modelling results of each method is presented in the form of diagrams to make 

it easier to observe, as shown in Fig. 9. Based on the results of the accuracy test, it can be seen in Fig.10. 

that the model has the best accuracy value of around 98.50%. While the model with the lowest accuracy 

value is the Naïve Bayes model with an accuracy value of 85.05%.  

 

 

 

 

 

 

 

Fig. 10. Comparison of prediction method accuracy  

 

5. Conclusion 

Based on the results of the research and testing, the conclusion drawn includes the implementation 

of several methods to predict hoax news, including the SVM, Naïve Bayes, Logistic Regression, and 

Random Forest methods. The most optimum results or the model that produces the highest accuracy, 

precision score and recall values using the logistic regression method to create a category prediction 

model. Whereas in the hoax prediction model, the most optimum score was generated using the SVM 

method in predicting hoax news. Some of the things that support increasing the accuracy of predictions 

are the preprocessing process, including the data cleaning process with stopwords removal, and then the 

steamer does it. Furthermore, the data is divided into two, data train and data test. Both data are tokenized. 

Next, the data is processed with Tfidf Vector to calculate the occurrence of words in the news.  
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